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oreword Eileen lauA, Preai en CteonGlobal hmate Change

What are the potential costs of cutt

Ng greenhouse gas emissions? Can such reductions be

achieved without sacrificing economic growth or the standard of living we have come to enjoy? These are
important questions, and they come up again and again as the United States and other nations consider
what actions are needed in response to climate change.

Many participants in the climate change debate — in government, industry, academia, and non-
governmental organizations — have conducted economic assessments to determine the costs of taking

various actions to address climate change, w
exponentially in recent years. Differences am

ith the number of economic assessments increasing
ong their quality and predicted cost of action, or inaction,

have also grown, making it difficult to have faith in any one analysis,

The primary example of varying mode! results can be seen among the numerous reports

predicting the domestic costs of complying w
States can reduce its emissions significantly
net economic savings. Others have predicted
somewhere in-between,

Behind each anaiysis is an ecenomig
of how the economy works, .and its own data
impenetrable "black boxes" allowing only a se

Fortunately, along with the rise in eq
the differences among models. Professor Joh
has been at the forefront of these efforts as [
(EMF). His EMF working group convenes the
model current energy policy topics.

ith the Kyoto Protocol. Some have conciuded the United
below its Kyoto target (7 percent below 1990 levels), with
dire effects on the U.S. economy, The truth most likely lies

model with its own set of assumptions, its own definitions
sets. Unfortunately, these models often seem to be
lect few to decipher and interpret their results.

onomic modeling there has also been a focus an identifying
i Weyant of Staaford University, the author of this report,
Director of the Energy Modeling Forum of Stanford University
world's leading energy and climate modeiers to discuss and

in this repart, Professor Weyant identifies the five determinants that together explain the majority

of differences in modeling cost estimates. Thi
policy arena who are consumers of economic
policy-makers understand the projected costs

s is great news for those engaged in the climate change
modeling results. Five key questions can be raised to help
of climate change policy: What level of greenhouse gas emis-

sions are projected under current policies? What climate policies are assumed to be put in place to achieve
emissions reductions? What assumpticns are made about how advances n technology might affect these
emissions? To what extent are environmental impacts of climate change included? And is the full set of

choices that firms and consumers have when

presented with rising energy prices accounted for?

"-This paper wouid not have been possible without the assistance of numerous individuals. The
author and'the Pew Center would like to thank Ev Ehrlich, Judi Greenwald, Larry Goulder, Henry Jacoby,
Rich Richels, Dick Goettle, Bill Nordhaus, and Bob Shackelton for their thoughtful comments on previous

drafts of this péper.
y
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ecutive Summary

.- This paper is an introduction to the econ
reader understand how analysts use computer mo
change impacts, and why projections made by dif

the paper will describe five key determinants of g

The paper starts with a discussion of how

ymics of chimate change policy. The goal is to help the

jels to make projections of mitigation costs and climate
ferent groups differ. In order to accomplish this goal,

reenhouse gas (GHG) mitigation cost estimates.

the economy would adjust to restrictions on GHG

emissions, especiatly carbon dioxide, the dominant, and easiest to measure GHG produced in the United

States. Comhustion of fossil fuels — oil, gas, and
Central to this discussion 1s the role of energy pri

and indwviduals to reduce their consumption of th

Energy price increases cause producers
and services, and consumers to substitute among
increases provide incentives for the development
ing the goods and services that people desire. Hao

responses of the economy are important determin

coal — produces large amounts of carbon dioxide,
ce Increases in providing the incentives for corporations

ese fuels.

p substitute among the inputs they use to make goods
the products they buy. Simultaneously, these price

of new technologies that consume less energy In provid-
w a model represents these substituiion and innovation

ants of the economic impacts of restrictions on GHGs.

Three other factors are crucial to economic impact projections.

First, the projected level of baseline GHG
determines the amount of emissions that must be

target. Thus, other things being equal, the higher

emissions (i.e., without any control policies}
reduced In crder to achieve a particular emissions

the level of base case emissions, the greater the

economic impacts of achieving a specific emissions target. The level of base case emissions depends, in

o evolve over time without climate change polici

- turn, on how population, economic output, the availability of energy fuels, and technologies are expected _

£S.

The second factor is the policy regime considered, I.e., the rules that govern the possible

adjustments that the economy. might make. Inter

naticnal or domestic trading of GHG emissions rights,
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inter-gas trading among all GHGs, inclusioh of tree pianting and carbon sequestration.as mitigation
options, and complementary economic policies (e.g., using carbon tax revenues to reduce the most
dlstortionfary taxes in the economy) are all elements of the policy regime. Other things being equal, the
more flexibility provided in the policy regime under consideration, the smaller the economic rmpacts of

achieving a particular emissicns target.

The third factor is whether the bér“efi-ts of ?educing _GHG emissions are expl-i‘citl':; Eonéldé}ed. An
anaiyst may subtract such benefits frem the mitigation cost projection to get a “net" cost figure or pro-
duce a “gross” cost figure that policy-makers can weigh against a benefit estimate. The kind of cost fig-
ure produced often depends on whether the analyst is trying to do a cost-benefit analysis or an analysis

focused on minimizing the cost of reaching a particular emissions target.

Thus, this paper will describe the major input assumptions and model features to look for in
interpreting and comparing the available model-based projections of the costs and benefits of GHG
reductions. Two of the five key determinants — (1) substitution, and (2) innovation — are structural

features of the econemic models used to make emissions projections. The other three determinants are

external factors, or assumptions. They are: (3) the base case projections, (4) the policy regime cansid-

ered, and {5} the extent to which emissions reduction benefits are considered.

The results summarized in this paper illustrate the importance of these five determinants and the
large role played by the external factors or assumptions. Cost projections for a given set of assumptions
can vary by a factor of two or four across models because of differences in the models’ representation of
substitution and innovation processes. Howgver, for an individual model, differences in assumptions
about the baseline, policy regime, and emissions reduction benefits can easily lead to a factor of ten or
more difference in the cost estimates. Together these five determinants explain the majority of differences

In economic modeling results of chimate pojicy.
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1. Introdu

on

Interest groups active in the cl
stakes are high. Some fear the environmenta

Others are more fearful of the economic conseque

This debate is, to a large extent, played g

Hundreds of these anaiyses have been published

continue. Several federal agancies perform in-hou

the costs of various policy options. Interest groups

are rich and extensive, but widely divergent in the

Through these ecanomic analyses, people

about the future. The set of assumptions that des
control greenhouse gas {GHG) emissions is known
as-usual” case). The base case may embody optin
changes in climate that will occur as a result of t

environment as a result of this climate change.

The base case also may embody optimisn
The higher the base case emissions, the more em
and therefore the higher the control costs. The gr

benefits of controlling emissions.

Another set of assumptions drives projec
-Will new, low-cost, low-emitting technologies bec
cleverty, meeting their needs differently but equa

Economic analyses may embody optimism or pess

A third set of assumptions is related to
policies the government will put in place. Will th

significantly lower costs? For example, one key as

imate change debate believe that the
| and sociceconomic costs of climate change itself.

nces of trying to avoid climate change.

ut through economic analysis of climate change policy.
over the past decade, and this pace 1s likely to

se analyses or fund independent research to determine
5 on all sides of the debate do the same. These analyses

ir results.

translate their expectations into concrete assumptions
cribe what happens in the fiture if nothing 1s dane to
as the “base case” (or as the “baseline” or “business-

nism or pessimism about GHG emissions, about the

+
hese emissions, and about what will happen to the

" or pessimism about what will happen to the economy.

(ssions must be reduced to achieve a particular target,

eater the base case climate impacts, the greater the

rions of what will happen if society does control GHGs. +

ome availableZ Will consumers and producers respond
ly well through iower-emitting products and services?

imism on either of these fronts.

ow society goes about requining GHG c¢ontrol, i.e., what
e policies be flexible, allowing targets to be met at

pect of the policy regime is the extent to which

1
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emissicns trading is allowed. Ancther key aspect is the inclusiveness of the policy. Will carbon-absorbing

activities, such as tree-planting, count as an

and will inter-gas trading be permitted?

Finally, most quantitative analyses o

offset to carbon emissions? Will all GHG emissions count,

nly address the control costs, and not the environmental ben-

efits, of reducing GHGs. Cost-benefit analyses may show either net benefits or net costs of GHG controls,

depending, to a large extent, on the range of

The tools people employ to perform

Model results vary widely due mainly to diffe

environmental benefits that are included in the analyses.

these complex economic analyses are large computer models.

rences in the above assumptions. For exampie, among the

14 models and dozens of model runs reviewed for this paper, the base case forecasts range from a 20

percent to a 75 percent increase in carban e

One rough measure of economic cos

to pay to reduce emissions by a ton of carbo

missions by 2010,

ts I1s the carbon price—the amount of money one would have

n. Among the model results reviewed here, carbon price

forecasts for meeting the U.S. emissions targets of the Kyoto Protocol ranged from less than $20 per ton

to over $400 per‘ ton. This variation may result frem using different models, as weill as from using the

same model with different input assumptions.

The economic consulting firm Whart
report in 1998 projecting a carbon price of §
pessimistic about b(;th the development of n
and begin responding early. WEFA also assun
assumes that it witl not be possible to reduc
or engage In International emissions trading
contrast, the President's Councit on Econom

the carbon price under Kyote would be quite

pn Econometric Forecasting Associates {WEFA) 1ssued a

360 per ton assoclated with U.S, GHG reductions. WEFA is

ew technologies and the ability of businesses to think ahead

nes relatively inflexible government policies — i.e., it

e GHGs other than carbon dioxide{CO:}, employ carbon sinks,
by the time of the first Kyoto budget period (2008-2012). In
¢ Advisors published an “official” analysis in 1998 in which

low — on the order of $20 per ton — largely because it

assumed that the United States would purchase rﬁost of 1ts emissions reductions overseas through inter-

national emissions trading.

In many cases the assumpticns that

they are d‘ifflcult o tease out because they 3

drive economic models are readily apparent; in other cases

re embedded in detailed aspects of the model’s structure.

The goal of th]"s paper is to demystify what 1s driving these model results, thereby enabling the reader to

participate fully ip one of the most important debates of our time,

[An introduction to the economics|of climate change policy




conomics Approacl

ange Policy Analysis

Economic analysis is a rigorous approach to evaluating the costs and

benefits of alternative policiea. Different economic anaiysts use different “analytical frame-

works” — i.e., they differ as to how they measure

uncertainty. In dealing with climate change, econo

rosts, what impacts they consider, and how they handle

mists are particularly interested in how energy price

increases cause corporations and individuals to reduce their consumption of carbon-based fuels. The goal

of this section 15 to help the reader understand ho

A. Analytical Frameworks

A climate policy analyais often
the initial projection of GHG emissions to the atm
climate change science, and eventually ends with
from those emissions. Thus, one could simply calc
particular emissions trajectory. Alternatively, one ¢
impacts to find the emissions trajectories that are
target for the maximum level of GHG emissions, ¢
tude of climate change, or extent of climate impag
objective. This formuiation is referred 1o as cost-ef

able impacts,” as the “tolerable windows"” approag

If one can estimate the va%lje of al} the ¢l
measurement, one ¢an add them together. Then th
change impacts, minus the costs of ciimate chang
caéculated. This approach is referre_d_;o _;s ;oét-be
the optimal GHG “price” and the corresponding lg

impacts differ in three ways: (1) the cost measure

considered, and (3) how uncertainty 1s handled.

w econamists approach climate change pelicy analysis.

proceeds in a linear manner. It begins with
ysphere, followed by several calculations based on

a projection of the resuiting climate change impacts
ulate the climate change impacts resulting from a

ould work backwards from an acceptable set of climate
cansistent with those impacts. One could also set a
hncentration level of GHGs in the atmosphere, magni-
ts and compute the least-cost way to achieve that
fectiveness analysis and, if there is a range of "accept-

h.

imate change impacts in a commen unit of

e net benefits {i.e., the benefits of reduced climate

e mitigation) of an emissions reduction policy can be +
ﬁeﬂt analysis. The result of a cost-benef-i.t ar;a_lysis; is '

vel of emissions reduction, The studies looking at

employed, (2) the range of chimate change impacts

[ An Introduction te the economics|of ctimate change policy
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Cost Meaasure

There are numerous methods for
economic models, These methods can ran

ic output like Gross National Product, to r

value of consumption/? to more precise maasures of economic welfare like “compensating variation.”

Compensating variation measures the amo

consumers to make them as well off after

measuring the economic cests and/or benefits employed in
pe from total resource costs] to measures of aggregate econom-

pugh measures of economic welfare like the discounted present

unt of additional income that would have to be provided to

a policy is implemented as they were before the policy’s

imposition. The selection of the cost measure to be optimized depends on the structure of the model and

on the interests and objectives of the mod

function® in 1ts objective cannot produce t

el users. For example, a model that does not 1nclude a utility

he discounted utility of consumption or compensating variation

measures. On the other hand, someone who I1s particularly iterested in the magnitude of the impact on

the energy sector may use a model with a
resource costs as a measure of that impac
Range of impacts Considered

Sometimes the costs of climate ¢

attributable to emissions reduction policie

great deal of energy sector detail and yse the change in total

t.

hange impacis and the reductions in those impacts that are

5 are considered in economic models, and sometimes they are

not. Alsc, different studies may consider different impacts. (See Section II1.E for more description of

these impacts).

Uncertainty

There are considerable uncertaint

climate change impacts. There is uncertal

es about mitigation costs, and even greater uncertainiies about

nty about societal values and uncertainty about mode!

structure. It is impertant to understand how a given analytical framework treats these uncertainties.

To many analysts, the best way to

sequential decision-making under uncerta

important data necessary for analysis, suc

formulate the problem of climate change 1s as a problem of

nty. These methods are still in their infancy and lacking

h as data on alternative policies, preferences of stakeholders

(e.;,\dey\eloping country citizens), and probabilities of various outcomes (Kann and Weyant, 2000). This

report’s foch‘s‘is on W.S. cost and benefit
N,
5

kY
%
Al

4

|

estimates.
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B. The Role of Energy Prices :

The price of energy is very important in climate change economic !
models. Most economic models solve a set of mathematical equations to obtain the prices of goods

and services. The simultaneous solution of these equations represents an equiliprium in which supply ‘

RSV SE S S e LS

equals demand among consumers and producers. tn this framework, an energy price increase can be
either the motivation for, or the result of, GHG emissions reductions. For example, governments may
impose emissions taxes to motivate GHG reductions. Emissions taxes raise the costs of fuels directly, and

economies will adjust to reduce the use of those higher-cost fuels, substituting goods and services that

result 1n fewer GHG emissions. On Fhe other hand, [governmenis may cap the total amount of emissions,
distribute or seil emissions “altowances,” and iet the market determine the price and distribution of these
allowances. Such a “cap and trade” system will induce changes in prices that are difficult to predict.
Since a cap wouid essentially restrict the supply of carbon-based fuels, GHG consumers would bid up the
price untit demand for such fuels no longer exceeded supply. In this way the higher prices reduce

emissions, but also allocate the GHGs to their highest-value uses.

The effects of higher fossii fuel prices would diffuse throughout the econemy. Prices of secondary
energy sources, like electricity and oil products, would rise as the figher primary fuel costs are passed
through into electricity rates, fuel oil, and gasoline prices. Higher fuel costs would also increase operating —+
costs in transportation, agriculture, and especially industry. Although energy costs make up only
2.2 percent of the total costs in U.S. industry, they constitute up to 25 percent of the total costs in the
most energy-infensive sectors (e.g., iron and steel, aluminum, paper-making, and chernicais). Each indus-
try’s ability to pass these cost ncreases along to cusiomers through higher product prices would depend
on the strength of the demand for its products, and on the severity of international competition. Since
many of the major trading partners of the United [States would also be implementing similar climate poli-
cies, it is likely that the energy cost increase would result in higher prices for a broad range of consumer
products. Housenolds could aiso be affected through Increased heating, transportation, and utility bills

f and, to a lesser degree, food bills and other costs of living.

A host of adjustments by producers and lconsumers in the economy would take place in parallel
with the price increases, and, in fact, these substiiutions would zlso serve to limit the exient of the price

Increases that would ultimately result. Higher energy costs would induce firms to accelerate the

5
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replacement of coal-based or cbsolete plants with more energy-efficient or iess carbon-intensive
squipment. Utilities and their customers wduld seek alternatives to carbon-intensive coal-fired power
plants, stimulating the market for hydro-powered, nuciear, gas-fired, and renewable electricity. As coal
prices rise relative to natural gas prices, madern gas-fired combined cycle power plants would become
even more competitive. Older, less-efficient coal-fired plants would probably be retired from service, or
- reserved for intermittent operations. Energyrintensive industnies would also face a number of adjustment
decisions: whether to retire obsolete facilities and concentrate production at more modern, jow-cost
facilities; whether to modify their furnaces fo Burn gas instead of coal; whether to generate their own
electricity; whether to invest in a wide variety of energy-conserving process changes; whether to redesign
products to save energy; and whether to alter their product mix. Ultimately, there would be an effective
diminution in the value of the existing stock of plant and equipment because the existing capital stock is

optimized for the set of input prices that prevailed when it was installead and wouid be sub-optimal for the

new price regime.

’

in the short fun, consumers and producers would reduce their energy consumption by either
! consuming fewer energy services {for example, turning their thermostats down or driving their automobiles
less), or producing less output. Consumers and producers may also, potentially, reduce energy use without

reducing output by identifying energy efficiency measures previously believed not to be economical.

\n the intermediate time frame, there might be opportunities for fuel switching (or substitutions
between other inputs) that would not involve substantial outlays for new equipment or infrastructure (for
example, switching the fuel used in a multi-fuel-capable boiler from oil or coai to gas). In addition,
consurners may be able to substitute goods that require less energy to produce (which would become

relatively tess expensive) for more energy- ntensive ones (which wouid become relatively more expensive).

in the long term, new technologies would be purchased that either use less GHG-intensive fuel or
are more fuel-efficient. In addition, new, |ess GHG-intensive technologies might become available over
time as a result of research and development (R&D) expenditures or cumulative experiénce. The
emergence of these new technologies might be related to the energy price increases, the base case trend

e

o?%ﬂmj_her prices, or simply the passage of time. Higher energy prices would lead to less energy use, and

.,

o~ .
less energy u\s\e would decrease the prodyctivity of capital and labor. These productivity changes would, in

turn, generally\r\esult in a slowdown in the accumulation of capital equipment and infrastructure, and m

\
6 o
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lower wages for workers, Ultimately, even after all the adjustments have been made, consumers would
have somewhat tess income. This might cause them to adjust the amount of time they spend on work
rather than leisure.* This last adjustment would involve an additional change in welfare. Offsetting these

welfare losses would be the benefits of reduced climate change, and the benefit of making those respon-

sible for GHG emissions pay for the damages they cause. o

.
The complicated web of economic adjustments that would take place in response to rising

prices of energy, or energy scarcity, makes the task of projecting the costs of GHG mitigation a
challenge. Interpreting the results different modgls produce is further complicated because different
modeling systems emphasize different dimensions of the adjustment process. Also, different

policy-makers may be interested in different policy regimes, and in different impacts of climate change

and climate change poticies.

7
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Five major determinants o

are discusaed in this paper. Under

nants can go a long way toward understandir

major determinants censidered in this chapt

« projections for base case GHG emiss

» the climate policy regime considered

emilssicns constrain'ts);

« the representation of substitution po

turnover of capital equipment is han

+ how the rate and processes of fechn

+ the characterization of the bensafits

hoew and what benefits are inciuded.

A. Projections of Base Case Emissi

Projeicting the costs assoc
with a projection of GHG emissi
policies. This “base case” is often an in
The higher the base case emissions projeq

a specified emissions target. If & base cag

cheap GHG mitigation due to a slow rate ¢

N The base case emissions® and clin

of GHG mitigation policies are assessed, &

the analysis.’

1
\

8

shange Cost Estimates
f GHG mitigation cost and beneftt pro]ectwmi
standing how dlfferent forecasters dea! with these determi-

hg how individual estimates differ from one another. The five

BIr are.
ions and climate damagas;

{especially the degree of flexibility ailowed 1n meeting the

ssibilities by producers and consumers, including how the

dled;
nlogical change are incorporated in the analysis; and

»f GHG emissions reductions in the study, including especialiy

yns and Climate Damages

iated with reducing GHG emisasions starts
on4 over time, asduming no new climate
hportant and under-appreciated determinant of the results.
tion, the more GHG emissions must be reduced to achieve
e is higher, though, there may be more opportunities for

»f technological progress assumed in the base case.

nate impact scenarios, against which the costs and benefits

ire largely the product of assumptions that are external to
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Each GHG mitigation cost analysis relies on input assumptions in three areas:

 population and economic activity;
« energy resource availability and prices; and
s technalogy availability and costs.

Most of the researchers projecting the cost of reducing carbon emissions have relied on
worldwide population growth projections made by others (e.g., the World Bank or the United Nations).
These external projections are generally based on results from very simpie demographic modeis. There is
less uncertainty about projections for the develop «d countries, where popuiation is expected to peak very
soon, than for the developing countries, where ‘population—is typu:ail;ir assumed to peak somewhere around
the middle of this century. Very few of the researchers analyzing GHG emissions reductions make their
own projections of economic growth.® Most rely on economic growth projections made by others, or on

external assumptions about labor force participation and productivity growth,

Another set of key assumptions concerng the price and/or availability-of energy rescurces. The
prices of fossil fuels — oil, natural gas, and coail— are important because producers and consumers

generally need to substitute away from these fuels when carbon emissions are restricted. Optimistic

assumptions about natural gas avaiiability and/or substitutabiiity’ can make carbon emissions reductions
easier to achieve in the short run. This Is because carbon emissions from natural gas per unit of energy
consumed are about 60 percent of those from cgal, and 80 percent of those from oil. In addition, the
amount of unconventional oil and gas production that will ultimately be techinically aﬁd economically
feasible is highly unceriain. It depends on future economic incentives for oil and gas exploration and
produétion, which could (absent climate policies) retard the development of carbon-free renewable and
higher-efficiency end-use gnergy technologies. How oil exporters would react to a climate policy that

would reduce the demand for oil imports is another key dimension of the energy supply picture.

Other key assumptions are made about the costs and efficiencies of current and future energy-

supply and energy-using technoiogies. These ten

d to be critical determinants of energy use in both the

base case and control scenarios. Most analysts use a combination of statistical anaiysis of historical data

on the demand for individuai fuels, and process

analysis of individual technoiogies in use or under devei-

opment, in order to represent trends In energy technologies. Particularly important, but difficult, is

[An Introdiiction to the economics|of climate change policy

+




10
L+

projecting technological progtess within the energy sector itself. Attempts to systematically and
empirically estimate future trends in energy broductivity at a national level are rare (see Jorgenson and
Wiicoxen, 1991, for one prominent example). Typically, analysts take one of the following two approaches
or a hybrid of the two: (1) the costs and efficiencies of energy-using and energy-producing technologies
are projected based on process analysis, anc the characteristics of these technologies are extrapciated
into the future, or (2) some assumption i1s made about the trend in energy demand per unit of economic .
activity, independent of future price (ncreasgs. (See Section fil. D on technological change for a more
detailed description). Some recent analyses have attempted to blend the two approaches. At some point
these two approaches tend to converge, as the end-use process analyst usually runs out of new
technologies to predict. it is then assumed that the efficiency of the most efficient technologies for which

there is an actual proposed design will continue to improve as time goes on,

Projections of the benefits of reductions in GHG emissions are also highly dependent on the base
case scenario employed. The greater the base case damages (i.e., the damages that wouid occur in the
absence of any new climate policies), the greater the benefits of a specific emissions target. The
magnitude of the benefits from emissions re ductions depends nat only on the base case ievel of impacts

but also on where they occur, and on what sectors are being considered. In fact, a number of additional

socio-economic mpuis (e.g., income by eco
capabitity to adapt to changes, etc.) are req
populations can cope with any changes that
impacts is particularly challenging because
fram climate change wiil not begin for seve

occur in developing countries where future

homic class and region, infrastructure, and institutional
wired because they determine how wel! the affected

occur. The task of projecting base case climafe change

(1) most assessments project that serious impacts resulting
rat decades, and (2) most of the impacts are projected to

conditions are highly uncerta'\n. How well developing countries

can cope with future climate change will depend iargely on thesr rate of economic development.

B. The Climate Policy Regime Considered

The policy regime considered is a crucial source of differences in cost

and benefit projections and i largely-independent of the model methodology

" s13ed. Once a base case scenario is consiructed, the types of policies that nations may use to satisfy

\\
their GHG\erpnssions obligations must be specified.
Y

3

i

5
\
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There are benefits from international emissions tra

The Kyoto Protocol represents a broad approach to undertaking emissions reductions. This

approach tentatively includes flexibility in determ

ning which GHGs can be reduced, where they can be

reduced, and, to a lesser extent, when they can be reduced. These flexibility mechanisms are explicitly

mentioned in the Kyoto Protecol. However, the flexibility mechanisms are;

longer one);

* potentially subject to restrictions as a resu

. alreaciy' explicitly imited (as in the five-year emissions averaging period — rather than a

It of further negotiations (like those being contemplated

en international emissions rights trading uhder the Kyota Protocol); or

» potentially difficult to implemant because

the case of non-carbon dioxide GHG emiss

Thus, there are farge uncertainties about t

can be employed, and therefore about their value.

mechanisms, and can surmount definitional and other obstacles to their implementation, the flexibiity

mechanisms can reduce the price increases (and 4

of the Protocel by a factor of ten or more.

An important flex:bility mechanism in the

six principal GHGs: CO,, mathane (CH,), mitrous o

(PFCs), and hydroflucrocarbons (HFCs), and to ailgw inter-gas trading.® These GHGs differ both in their

heat-trapping capacity and in the length of time th

of measurement, monitaring, and data limitations (as in

ons and carbon sinks),

he extent to which the Kyoto flexibility mechanisms

If the parties to the Protocol can avoid restricting these

ssociated impacts) required to achieve the objectives

significant contributor to global climate change among global GHG emissions. The Protocol aiso specifies

that taking CO, out of the atmosphere (i.e., throug

amissions reduction commitment.®

Another flexibility mechanism included in

Kyoto Protocol 1s that nations have agreed to consider +
ide (N,0), sulfur hexafleuride (SF;), perfivourocarbons

ey remain in the atmosphere. CO, is the most

n carbon “sinks”) can count towards each country’s

the Kyoto Protocol 1s international emissions trading. +

ding because there are differences in the costs of

reducing emissions among countries.' If the cost of emissions reductions in any country 1s higher than it

IS In any other country, it is advantageous to both countries for the higher cost country to buy emissions

“rights" from the lower cost country at a price that

is between the two cost levels." If one aggregates all

regions participating in the trading system together, one can compute the supply and demand for

11
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emissions rights at any price, as well as the equilibrium emissions rights price that balances the available

supply with the amount demanded.

The Protocol also allows participants o average emissions over a five-year period (2008-2012,

also known as the first budget period) in satig
allows corperations and households to shift th
reguired emissions reductions. A number })f'st
In cutting the cost of reducing cumulative em

more advantageous,'”

Revenue Recycling

An important i1ssue in climate-policy (
carbon taxes (or carbon permit auctions) can 4
such taxes — I.e., using the carbon tax revend
primarily a domestic policy flexibility mechani
may address how carbon tax revenues can be
advanced considerably in recent years. Theore
significantly reduced by usifig the revenues to
as compared with returning the revenues to th

tions are those in which the transfer_s are inde

fying their emissions reduction requirements. Averaging
elr reductions in time to reduce the economic impact of the

udies indicate that this emissions averaging can be helpful

ssions but that an even longer averaging period would be

liscussions has been the extent to which the costs of

ve reduced by judicious “recycling” of the revenues from

es to justify, and to offset, decreases in other taxes. This Is
sm, although the internaticnal negotiations at some point
ecycled. Economists' understanding of this issue has

tical work Indicates that the costs of carbon taxes can be
finance cuts in the marginal rates of existing iIncome taxes,
B economy In a “lump-sum” fashion. Lump-sum distribu-

pendent of taxpayer behavior (for example, the personal

exemptions in income taxes are fump-sum trarsfers). Numerical studies consistently confirm this result

{see Shackieton, 1996; Goulder, 1995; Jorgenson and Wilcoxen, 1995).

A more controversial issue has been w
revenue-neutral carbon tax policies vanish or b

environmental tax would generate a “double di

hether revenue recyciing can make the gross costs of
ecome negative. If this were the case, the revenue-neutral

idend” by both: (1) improving the environment, and

(2) reducing the costs of the tax system. Recernt theoretical work on this 1ssue tends to cast doubt on the

likelihood of a double dividend (Bovenberg and de Mooij, 1994; Parry, 1995; Bovenberg and Goulder,

. 1997}, This work indicates that carbon taxes may be less efficient sources of revenue than the income
T

taxes tﬁéy would replace. The key to this result is the recognition that carbon taxes (like other taxes) cause

~

output prlce;\‘-t\o\ rise, and thereby lower the rea| returns to primary inputs into production like labor and

k]

\.,

1
H

i
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capital. As a result, carbon taxes cause market distortions that are quite similar to those posed by income

taxes. Carbon taxes also have an efficiency disadvant

age attributable to their relatively narrow base.

Still, economic theory leaves room for the double dividend under some special circumstances.

In particuiar, it can arise if: (1) the original tax syst

em {prior o introducing the carban tax) is sericusly

inefficient along some non-environmental dimension (e.g., capital might be highly overtaxed relative to

labor), and (2) the revenue-neutral reform reduces this inefficiency enough to offset the carbon tax’s

efficiency disadvantage. Whether or not the double
empirical issues. Analyses with numerical general e
prospects for the double dividend in the United Sta

prospects could be better in other countries, especi

dividend would arise thus depends on some
quiliorium models™ tend to cast doubt on the
tes (Bovenberg and Goulder, 1997). However, the

ally in economies with subsidized energy. Removing

energy subsidies is likely to lower the costs of the tax system while promoting an improvement in the

environment. Energy 15 subsidized in a number of d

carbon emissions may be minimal or negative in these countries. Further empirical investigations of this

Issue couid be valuable to policy-makers.

eveloping couniries, and thus the costs of reducing

A practical difficuity in studying revenue recycling is what assumptions about recycling are most

realistic. Since tax systems are continually debated
inefficient taxes would be eliminated at some point

enues to offset them as a source of revenue. There

and revised, it is not clear whether the most
independent of the availability of carbon tax rev-

s also a political economy challenge to using revenue

recycling as part of a carbon emissions reduction strategy. Rather than using the new tax revenues to

reduce other more distortionary taxes, society couid

spending. Such government outlays could have lows

easily use them to support additional government

r or higher productivity than the same amount of

private sector spending (see Nordhaus, 1993). If the government expenditure has lower productivity, the

overall costs of the carbon tax would be considerably higher than when revenues are employed to finance

cuts in distortionary taxes. Thus, to fully analyze the impact of revenue recycling alternatives on the

overail cost of carbon taxation, one needs not enly

o analyze the impact of a carbon tax, but also to

speculate about how the government would employ the revenues from the tax.

International emissions trading, inclusion ¢

f GHGs other than CO,, credit for carbon sinks such

as pianting trees, and judicious revenue recycling can all help reduce the costs of GHG mitigation

policies. Any of these approaches can reduce the necessary rise in energy prices and the associated

["An Introduct
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impacts on economic activity. The resulting
households 1o change their mix of inputs, a

that reduce GHG emissions.

costs will depend on how easy 1t is for businesses and

nd for consumers to change their mix of purchases, in ways

C. Representation of Substitution Possibilities by Producers and Consumers

As efforts are made to red

wce GHG emissions, fossil fuel combudtion

and other GHG-generating activities become more expensive. Producers adjust to

these price increases by substituting inputs

(i.e., switching to inputs that generate fewer GHG emissions

in manufacturing any particular product), and by changing their preduct mix (i.e., producing different

products that require fewer GHG emissions

to make).

The extent to which inputs can be shifled depends on the availability and cost of appropriate

technologies as well as the turnover rate of

capital equipment and infrastructure. These two factors, as

well as consumer preferences, determine anl industry’s ability to produce and sell alternative mixes of

products. Increases in the costs both of fossil fuels and of products that depend on fossil fuel

combustion will reduce consumers’ reat incg

which they wish to adjust their mix of purchases towards less carbon-intensive products, and (2) how to

adjust their mix of work and-ieisure time to

compensate for the reduction in their reai income.

Short-term vs. Long-term Subsijtution

If businesses and households have

several decades to complete the substitution process, the

curtent stock of energy equipment and associated infrastructure does not constrain the substitutions that

they may make. Businesses and househoids are limited primarily by the available technologies, and by

their own preferences regarding how much

hf each available product they would buy at the prevailing

prices. |f climate policy 1s long-term, and if economic incentives are designed to motivate producers and

consumers to invest 1n more energy-efficient and less carbon-intensive equipment when their extsting

equipment has reached the end of its useful life, the transition to a iower carbon energy system will be

relativety smooth and the costs relatively m

hderate. Over shorter time spans, however, existing plant and

e ‘“‘eq-u.i&ment can significantly constrain the behavior of firms and households, adding transition costs to th
- ;
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cies implemented on this time scaie (i.e., within ten years)

will lead fo re\“dgctions in energy services (&.g., industrial process heat and home heating and cooling),
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some easy fuel switching, and an increase in the pyrchase and use of available energy-efficient products
and services. They will also influence the rate of retirement and replacement of existing equipment.
Energy-producing and energy-using equipment is re atively expensive and long-lived. Thus, it will
generaily take a substantiat increase in energy prices to induce those who own such equipment to replace

it before the end of 1ts useful life.”

The importance of capttai stock dynamics creates a formidable challenge for the analytical
community. Some data on the characteristics of the energy-producing and energy-using capital stock are
available. It would be ideal to have information on the costs of operating and maintaining every piece of
equipment currently In ulse. This would enable analysts to calculate all the trade-offs between retiring
equipment early and using other strategies to achieve the specified targets. Unfortunately, the data that
are available are generally aggregated across large classes of consumers and generally include all existing
capacity without. regard to when it was installed. An important exception is power plant data, which are
very disaggregated and include the age of the equipment. However, even these data are generally not suf-
ficient to ascertain precisely the point at which the carbon price incentives will influence the rate of
replacement of plant and equipment. Limitations an data require the analystto make a number of

assumptions regarding the aggregation and interpretation of the available data.

Two Approaches to Representing Substitution Possibilities

In many models, technologies are represen
combinations of inputs are needed to produce parti

at which each input can be substituted for each oth

ted with “production functions” that specify what
cular outputs. The production function specifies the rate

er input n response to shifts in mput prices. As new

capital investment cccurs and older capital is retired, the technology mix within the mode! will change.

Two basic types of preduction functions may be s

ecified:

s aggregate production functions; and
"» technology-by-technology production functions, also known as “process analysis.” - o

Some models {e.g., G-Cubed, SGM, and EPPA — see Box 1 for model identification) use smooth
and continuous aggregate production functions that allow incremental inplit substitutions as prices

change, even if the resuiting input configuration does not correspond to a known technology. These

[An Introduction to the economicsof climate change policy




medels do not represent individual technotogies, Such models often assume “nested"” procuction func-
tions. For example, at one level, substitutions are possible between energy, capitai, and iabor in
producing final commodities; at a second level, substitutions are possible between electriciiy and fuel oil
in producing energy; and, at a third level, substitutions are possibie between coal and naturat gas in

producing electricity. Madels employing contindous aggregate production functions do not account for

individua! technologies.

| ,_
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In contrast, process analysis modets (e.g.,

VARKAL-Macro and NEMS) draw from a menu of

discrete technologies, each requiring fixed input combinations — i.e., each technology is essentially

represented with 1ts own production function. These combinations correspond to those employed in

actual, or anticipated, technologies that the modeler specifies. The technology-rich MARKAL-Macro model

specifies over 200 separate technologies. For discrete technology models, different technologies become

cost-effective as input prices change. Modelers then assume that these technologies are selected and

used to produce outputs. The process analysis mod ls represent capital stock turnover on a fechnology-

by-technology basis. The data and analysis require

ents for this type of modei can be substantial.

A number of models use a process analysi§ approach within the energy sector ang an aggregate

production approach for the remainder of the econ

amy (e.g., MERGE 3, MARKAL-Macro). When using

gither apptoach, 1t is important to be able to distinguish between the causes of changes in the selections

the models make among the existing technologies.

prices change, and sometimes it changes because

Some models represent both individual en

Sometimes the technology choice changes because

new technologies become available.

brgy supply technologies and indgividual energy

consumption technologies, and do not represent the remainder of the econorr;y explicitly, With these

madels, however, the analyst must either: (1) assu

demand for home heating and automotive transpor

me that “end-use” energy demands (such as the

1) do not respond to changes in the prices of those

services, or (2) employ a complex statistical estimation technique (that requires some fistorical data on

the cost of end-use energy equipment) to estimate

the price responsiveness.

The cheice of production function depends, in part, on the timeframe under consideration and the

level of technological disaggregation. Short-term m

chaices specify production functions for large aum

adgls intended to shed light on precise technology

bers of separate technologies. In contrast, medels

concerned with longer-term effects can safely characterize technological trends using aggregate production

functions. Many mogels blend the two approaches.
more on “putty,” “clay,” and “putty-clay” vintaging
determining new capital investment, yet fix input g
particular age) once it has heen installed. Similarly

conventional fueis, yet stipulate discrete technolog

Models that have so-called “putty-clay” vintaging (for
. see Box 2) will allow forsmooth input substitution in
roportions for each vintage (i.e., all equipment of a

. a model may have smooth production functions for

ies for a particular non-carbon fuel (e.g., EPPA).

| An Introduction to the @CcONomMics| of climate change policy
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Models Employing Aggregate Production Functions

Three characteristics of these economics models are important in analyzing the time horizon for

meeting the Kyoto targets (Jacoby and Wing, 1999):
* the timeframe;
o the level of detail about capital stock and production structure; and
» the specification of economic foresight.

The first and most obvicus characteristiclis the time intervai over which a model solves its

equations. f a model uses a ten-year time interval, this fimits its ability to be used in analyzing phenomena
occurnng within a decade, such as the consequences of accepting a 2008-2012 Kyoto target after the year

2000. The results of such models may thus obscure important short-run dynamics of adjustment.

The second important attribute of the models is the level of aggregation in the capital stock and
the production structure. The level of aggregation affects how models represent the sources of rigidity in
the production sectors of the economy. For example, the choice about whether to aggregate output and
capital by sector or by technology, determines the degree of substitution that is possibie within the
model’s structure. Within a specific aggregate, substitutions are, by construction, assumed to be costless. +
Additional caprtal stock produces outputs usingia combination of jnputs that reflect: {1) current and

expected input prices, and (2) the constraints and limits of existing technologies.

Models capture the aging of capitai in different ways. In evaluating short-term adjustment to
climate policies, the distinction between putty-puity and putty-clay specifications is critical (see Box 2).
In the face of a stringent near-term policy, the putty-putty assumption may produce unrealistic resuits
because this specification implies that large parts of the current capital stock can be transformed into
more efficient and less carbon-intensive alternatives. However, for analysis of the long run, after fuel
prices have settled at a new equilibrium level relative to other goods and services, the distinction is less

important. In this post-adjustment phase, the inherited capiial stock witl be increasingly fuel-efficient

and competitive under prevailing conditions, because those conditions will more closely match the

conditions in place at the time the investments/were made.

19
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The third important' characteristic ofimodels of the capital stock turnover process is the way they
treat foresight. Models may specify economic! behavior as forward-looking or myopic. Forward-iooking
models assume that agents with perfect foregight find the path of emissions reductions that minimize
discounted costs over the entire modeling hotizon, choosing the timing and stringency of control
measures so as to optimally smooth the costg of adjustment. In contrast, myopic models assume that
ecanomic agents seek to minimize the costs of policy on a period-by-period basis, and take little or no -
action in advance of the onset of carbon constraints. Model resuits can be very sensitive to assumptions
about investor foresight. Models that assumejperfect foresight allow emissions targeils to be met at lower
costs because investment decisions are madd in the full certainty that emissions limits will be set and
achieved. Mode!s that assume some degree of myopia generate higher costs because investors must

scramble to alter the capital stock as the target period approaches, prematurely scrapping existing capital

-+ Technological change can 1
product that can be made from a
_____universe of opportunities for sub

(e.g., coal-firad power stations) and quickly i

hvesting in less carbon-intensive alternatives.

0f the models reviewed here, the grdat majority assume perfect foresight, while only one is

constrained to be myopic {t.e., EPPA). Some

models (iike G-Cubed) allow alternative assumptions under

differant runs and/or can set expectations differentiy for different sectors. The NEMS and SGM models

can allow :ndustrial or utility investors to give

consumers do.

In practice, investors do not have pe¢
While there is inevitable uncertainty regardin
uncertainites by making credible commitmen
results clearly demonstrate that the more cof

binding, the less costly the transition to lowe

D. Technological Change

e
chanEé\is\discussed separately from input ar

™,
hants are sohqgwhat different, because techn
N
\

i
!
|
}

> greater consideration to future conditions than individual

rfect foresight, nor do they suffer from complete myopia.

g future economic conditiens, policy-makers can reduce

ts to meet targets or to initiate market-based policies. Model
wvinced investors are that emissions targets will become

r carbon emissions.

e thought of as increasing the amount of a
given amount of inputs, or as expanding the
atitution of inputs and products. Technological
nd product substitution here because the underlying determi-

ological change is less understoed, and because of the
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opportunities for synergy between pubtic support and private investment in stimulating new technology

development.

As originally observed by Schumpeter (1942), there are three distinct types of technological

change that take place continually in modern economies:

« invention of completely new ways of satisfying human needs and wants, or the creation of new

needs not previously identified or satisfied;

s innovation, which takes place through continual improvement and refinement of existing ways

of doing things; and
« diffusion of new technologies throughout and across economies.

These processes are all important for climate policy. It often takes decades for innovaticn and
invention to pay off. Even diffusion may be difficult lto accelerate over a decade, though, because it

Involves spreading information, analysis, and experience from place io piace, which takes time.

New technoiogies can atlow firms to produce a particular product usiﬁg a mix of inpuis not
previously available, including, for example, less energy. In addition, new technologies can lead to new
products. These new products compete with existing products, with further impiications for carbon 4+
emissions reduction pohicies. If these new technologies and new products produce less carbon, then
carbon emissions will be lower, fewer emissions reductions wili be needed, and/or emissions reductions
will be less expensive. Frojecting how technological change might progress over time, both with and
without climate policies, is challenging. The processas by which technological change occurs are very
complex and thé data required to estimate how these changes have peen made in the past are generally

not available. However, there are several ways economic models represent technological change, as

presented below.

Induced Technological Change ) .

tnventions of productive technologies or processes are, by their very nature, hard to predict.
However, past experience has shown that they canibe revoluticnary encugh to justify large expenditures 1n
basic research In strategic areas. [nnovations could be of great help in lowering the costs of reducing

GHG emissions. Thus it woulid be worthwhile to firid an appropriate combination of government

[An introduction to the ecomomicsof climate change policy +




interventions and private sector incentives thatjencourage innovation. Thus far, however, most of the

policy debate on the influence of technological|change on climate change policy has focused not on

technology policy options, but rather on how restrictions on GHG emissions affect the cost of GHG '

reductions over time. This effect has been labdied “induced technological change” {ITC). ITC has to do

with price-induced behavior — i.e., what private firms will do in respanse to higher prices, as opposed to

- what firms will do anyway In trying to become more competitive through investing in research and. __ e

development {R&D), or what they wouid do in response to government sponsorship of R&D or other direct

government technology policies. There has been a good deal of discussion about the potential for ITC to

substantially lower, and perhaps even eliminate, the costs of CO, abatement policies. These discussions

have exposed very divergent views as to whether technological change can be induced at no cost, or at

some cost.

Every ITC model must represent some incentive to induce technical change in one or more ways
such as:

e the form of profits from innovations, &s in the top-down modets, which focus on the behavicr of

sconomic aggregates rather than the hehavior of individual actors or the use of individual

technologies;

+
e at a more aggregate and abstract level, by means of cost-functions, R&D production functiens, or

empirical estimates. Similarty, the decision-maker{s} considered may either be decentralized

industries, representative firms, or a central planner;

* by the inclusion of intra-sectoral knowledge spiliovers which are advances that indwvidual firms

within a sector cannot keep 1o themselves. For example, the level of investment may be

determined by the rate of return the ffirm expects to earn on the R&D invesiment as compared

with other avallable investment oppartunities. However, the rate of innovation may far exceed that

+ implied by the rate of return aione blacause other firms in the industry may be able to replicate

the Innovation; and

- m‘“‘“\{\by the dimension in which technological change is assumed to progress (1.e., new products or

d pFBcgsses. substitution of inputs, orireorganization of production and distribution arrangements}.

N

Kline and Rose\ﬁ\berg (1986) emphasizethat there is no simple, single measure of innovation.

1
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Seme ITC models are based on empirical cbservations of past responses to énergy price and
policy changes. One advantage of this type of model is that different sectors may exhibit different rates of
technological progress. However, only one model, IGEM, estimates ali these parameters simultaneously

because of the large amount of data necessary and the heavy computational burdens of such estimations.

Another advantage Is that this type of model implicitly takes into account real-world factors that are
relevant to technological change and that are difi'icult to incorparate into conventional economic
frameworks. That is, this model relies on observations of the real thing, not a simpiified representation of
it. All types and sources of shart-term technical change are included. One disadvantage of this
aggregation, though, is that information about thie underlying costs of R&D is lost. Also missing is explicit
attention to how firms determine their R&D investments. Firms take into account both the cost of
engaging in R&D and the expected benefits in tarms of future profitability. Thus, models are unable 1o
evaluate optimal policies with ;‘ull consideration lof the costs of R&D. Another disadvantage is that the
model is as limited as the data set from which it 1s constructed. Only one historicat path can be
observed, and it is assumed that tomorrow’s ecopomy will respond to energy price changes in the same
way as yesterday's economy. Thus, long-term technolagical change is beyond the feasible reach of this
type of model. “Long-term” here refers to periods over which substantial tec;nological development and

major inventions may occur.

Nonethelass, empirical modeling of ITC may be valuable for short- to medium-term projections,
or for estimating the short- to medium-term cost of policies on the economy. Empirical models may also
se valuable in comparing or calibrating short-tefm projections from other types of ITC models. Also, the
consideration of 1TC helps clarify two key matters of debate: (1) whether prior studies (without ITC) have
overstated the cost of achieving given emissions reduction targets, and (2) the optimal size and timing of

a carbon tax.

Autonomous Energy Efficiency Improvement (AEE])

In contrast to the ITC models, many mpdels include exogencus technical change. “Exogenous”
can mean external to the modet, or independent of price, or both. A simpie characterization of
technological improvement, employed in many pf the models, is a single scaling factor — the autonomaous
energy efficiency improvement (AEEI) — that rhakes aggregate energy use per unit of output decline over

time, independent of any changes in energy prices. (Many modelers specify the AEEI as a percentage of

23
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learning=by-doing is represented in the elect
™,
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Gross Domestic Preduct {GDP) growth, so th

the AEE| varies from model to model, in all

at the value changes over time). Although the definition of

models it implicitly represents the effect of technological

progress. In some models it also represents one or both of two additional {rends: (1) changes in the

structure of the economy, resulting in a shiftjin the relative contribution of energy-intensive industry

output to total economic output and (2) an i

mprovement in energy efficiency over fime, reflecting the

gradual removal of market barriers that prevent some energy consumers from choosing more efficient

energy technologies.

Atthough the AEES approach allows

for energy improvements over time, it is limited in two

respects. First, using the AEEI approach to represent technological change ignores price-induced

technological progress (i.e., ITC). In reality,

higher prices do spur greater inncvation and more rapid

diffusion of energy-saving technologies. Secgnd, i I1s not clear what an appropriate rate for AEE| should

be. This is important, especially for longer-term projections, which are very sensitive toc differences in

assumed rates. More sophisiicated specifica

attempt to paint a more detailed picture of £

ions (often used in conjunction with an AEE| parameter)

echnological change by incorporating some degree of price

sensitivity, distinguishing different sectors, gnd assessing changes to specific technologies.

Learning By Doing

In practice, much technological adv

incremental improvement of processes throu

ancement comes from learning-by-doing (LBD) — the

gh small modifications and adjustments. It is not untit a

technology is actually used that important lgssons-are learned that can be appiied to its subsequent

development. LBD is an integral part of the
innovations show that initial installations arg
the technology is used, and the more lesson

resulf of either exogenous or endogenous (in

Although moest models do not attem
assumes endogenous diffusion rates: the mq

years of the model projection, the greater is

types of new\p\lants decline as more such ol
N,

5

5

\

i

nnovation process. Observation of past technological
guite expensive, but that costs drop significantly the more
s are learned from using it. This type of learning may be the

duced) technological change.

bt to capture LBD, two models do mimic the process. MERGE
re investment there is in advanced technologies in the early
the rate of adoption in the later years. In the NEMS model,
ricity generation sector, where the capital costs of particular

ants are built.’®

[An Intreduction to the economics| of climate change policy

/

7



E. Characterization of Benefits

The motivation for policies to teduce emidaions of GHG4 1s the

reduction in climate change impacta,
exciusively on mitigation costs, showing both the |
-the sensitivity of the -cost estimates to key model i
emissions targets proposed during the internationg
“cost-effectiveness” analyses, do not estimate the

other accompanying benefits from the emissions r

Auch as sea-level rise. Some analyses focus
ikely range of costs under different policy regimes and
nputs and parameters. These studies often start with

| negotiation process. These studies, sometimes called
benefits of the reduction in climate impacts or any

2ductions.

Other analysts, however, have projected base case climate impacts, and the change in those

impacts resulting from climate policies (Watson et

ai., 1996). The impact categories considered have

included a number of broad themes as seen In Table 1.

Tahle 1

Environmental Impacis] in Economic Models

Environmental Impact Description

Forestry Impacts on the level of pfoductivity of commercial

Ecosystems !mpacts on ecosystem function and vegetation patterns

Wildiife Impacts on animal life

BT, ' '

Fisheres

Aggregate impact/benefit studies differias to whether they include only “market” impacts or

both “market” and “non-market” impacts. Changes in market prices and demands can be used to
assess the value of market impacts in agriculture and forestry, as well as paris of the fisheries and

human health sectofs There are also market impacts of sea-level rise on a number of sectars — far

example, on coastal development.

Non-market impacts refer to chmate-induced physical changes that do not affect marketed

products. Non-market sectors likely to be affected by climate change include ecosystems, human health,

25
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wildlife, and biodiversity, Mast amenity values relate to non-market sectors. Economists have developed a
number of indirect methods for valuing these imipacts in dollar terms. The methods are widely used, but
controversial, and the estimated values remain bncertain. Thus, some analysts prefer to report these
impacts in physical terms only. This strategy prevents an easy aggregation of impacts across ali sectors in

dollar terms, so that any attempt to compare mitigation costs with benefits must compare such costs with

the physical impacts for a short list of critical ihdicators. Other anaiysts are perfectly comfortable

translating impacts intc dollar terms using the best avallable methods.

The measures that people feel comfortable using may depend significantly on the specific impact
category being considered. In valuing agricultural, forestry, and fishery impacts, analysts may be
comfortable with resource cost as a measure. For biodiversity, they may prefer a iong-term growth meas-
ure such as a percentage change 1n GDP, whilei for health, wildlife, ecosystems, and amenity values only a
welfare measure may be acceptable. Since it is clear that there witl be significant economic impacts of

chmate change, it 1s important to take into account the benefits of avoiding these impacts in some

26
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fashion, despite the uncertainties, 1t 1s also im

methods for measuring these impacts.

poriant that researchers continue to improve the avaiiable

A final set of key assumptions in any ¢hmate change impact analysis concerns the efficiency of

climate change detection and adaptation. If th
accurately (especially as distinguished from in
to it easily, the costs they incur wiil be much |

detection capabiiity and adaptive capacity. Als

pse exposed to chimate change can detect it early and
Ler-annual variability), and they have the resources to adapt
ower than they would be for those without that level of

o important here is the distinction between “reactive

adaptation” (acting after events occur) and "anticipative adaptation” (acting before events occur).

Policy-makers and the private secter may diffg

they employ.

Range of Impacts Considered

r in the amounts of anticipative and reactive adaptation

Sometimes the costs of climate change impacts, and the lessening of those impacts that are

re cansidered, and sometimes they are not. In addition,

sometimies benefits occur as a byproduct of the climate policy. These positive side effects of climate

N
% .
change policies are often referred to as “anci
N
by

Y
§
!

lary benefits.” Some analyses iake into account such bene-
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fits. For example, reductions in fossil fuel combustion would not only reduce carbon emissions, but would
also reduce other air pollution (e.g., sulfur, nitrogen, volatile organic compounds (VOCs), and particulate
emissions, each of which can damage human health)and property). These analyses generally do not
address the independent costs and benefits of actiops to reduce emissions of the other poltutants.-What
would be most useful where there are interactions among the costs and benefits of controlling a range of
pollutants weuld be a joint analysis of all emissions} The objective might be maximizing the net benefits
of all the policy interventions over ail of the pollutants. If performing this joint “optimization” 15 not
feasible, the base case against which anciliary bengfits of climate change are measured is exceedingly
important. For example, if one were computing ancjllary henefits of ¢climate change policies over many

decades, it would not necessarily be a good idea tojassume that there would be no new policies regarding

emissions of the other pollutants.

Uncertainty in Climate Change Impacts

Despite the growing amount of research that has been done on climate change impacts, there

remain considerable uncertainties about what sectors will be affected, how they will be affected, and how

to value any effects. In addition, much of the impacts research has been on expected future climate

change and expected adjustments by the affected |sectors. These studies, therefore, omit consideration of

the unexpected — the less likely, but still possible, discontinuities in the ciimate system and the affected +

sectors. Such discontinuities could be far more sigmficant than those impacts that are anticipated. In
addition, it has been observed that it is the vanability 1n climate, and indeed variability in the weather,

that causes the most serious {negative} impacts. Thus, the concern is not that the mean jevel of the sea

s rising, but rather that a higher mean sea level makes storm surges maore devastating. Likewise, It is not

the potential change in mean temperature and precipitation 1n the midwestern United States that has a

majer impact on agricuitural productivity, but the potential for increases In long, hot, dry spells. This

observation brings with it three implications for glimate policy anaiysis:

+

——— -3 change in base case climate may bringtabout more-frequent and severe impacts by making the --- -—--

effects of variability around that new bage case more extreme;

e the change in climate may iead to an \narease in variability around the new base case

climate; and

27
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» there are climate and impact sector outcomes that may be less likely, but much more difficult to

cope with, than what might be anticipated under expected conditions.

There have been a number of preliminary studies on the impact of uncertainty on climate
policies {see Kann and Weyant, 2000, for a summary of these studies). These studies all try to look at
the impact of uncertainty on appropriate climate change policies. Although there are still considerable
uncertainties about mitigation costs, the level of uncertainty about climate impacts (and the correspon-
ding benefits of reducing those impacts through GHG mitigation) is much greater. This s, in part,
because the costs start immediately, and most experts feel the most substantial benefits will not occur for
several decades. Thus, many of the more interesting studies focus on the effect of uncertainty on the
value of emissions reductions. These studigs consistently suggest that uncertainty implies a higher value
for emissions reductions than what 1s calculated assuming expected climate change impacts. This resuit
stems from the asymmetry of the costs of Under- and over-controlling GHG emissions. In general, the
penalty (in terms of both the additional impacts that would occur and the subsequent rapid mitigation
that would be required) for under-controlitng is larger than the penalty for over-controlling (in terms of
higher mitigation costs). Put differently, the odds of climate change impacts being much worse than cur-
buying insurance against those outcomes. “Insurance” in the

rently expected are high enough to justify

form of early additional control provides a cushion tn case the impacts of chimate change do, in fact, turn

+

out to be worse than currently expected.

+

e T e,
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There are some additional categor
values and uncertainty about model struct
are the value of a human life and the inte

on a human life i1s analytically challenging

The disceunt rate is an economic
benefits sooner and costs later. For examp

annual interest or discount rate indicates

es of uncertainty analysis, including uncertainty about socieia!
lre. Two prime examples of uncertainty about societal vaiues
-ternporal discount rate. Attempting to place an economic value

and fraught with controversy.

tool to adjust for the fact that individuals prefer to incur

le, a person who takes out a 30-year home loan at a & percent

a willingness to pay over ten dollars three decades in the future

to obtain just one dollar in the present. Policy choices that affect future generations tend to be very sen-

.
the spectrﬁ‘m\by varying the discount rate

u;i?ii?‘e{q the choice of discount rate, and most climate change madels can obtain results on all ends of

There is disagreement about the “true” value of a discount

\
rate and the extent to which it is tied to the rate of return on capital (Portney and Weyant, 1999).
5

%
1

|
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A “descriptive” perspective, based on how economies are actually behaving in making intertemporal
trade-offs within the generations that are currently alive, suggests the use of a discount rate that is close-
ly tied to the rate of return on capital (say 5 or 6 percent per year). On the other hand, a “prescriptive”
perspective based on trade-offs between the incomes bf the present generation and future successive gen-

erations can lead to much lower discount rates (say lito 2 percent).

29.
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nformation and

This section discusses modeling analyses of the economic impacts of

_me'é}fing_ short-run emissions targeta like those specified

Protocol.m This discussion paralieis that
much as possible. Section A 1s on base case
and benefit caicuiations. Section B covers th
options available o consumers and business
technological change, respectively, because
ses. Section E is on the benefits of GHG em

climate policies.

A. Base Case Emissions Projections

nsights From F

these reflect the available options represented in the analy-

in the Kyofo

Heveloped in the “Five Determinants” section (Section LiD) as
emissions projections because they set the stage for the cost
e policy regime assumed because it strongly influences the

es. Sections C and D discuss substitution possibilities and

issions reductions because these provide the motivation for

The Kyoto Protocol constrainas emissions in certain countries (i.e., the

developed or Annex I countries)
period (2008-2012). One of the majo
region is the level of emissions projected in

higher the projected base case emissions,

In a recent study organized by the
EMF 16), each modeling team was asked 1

each world region.”” Base case carbon emi

studies) for the United States are shown in

+

There 15 a wide range of projected

the time of the first (and only) budget per

""" "Hifferences. These differences are the resy
~.

growth, f‘ﬁe{,_\costs', and capital stock turn

N,

N
1,576 1o 1,85’3\metric tons of carbon (M

B

H

i
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to specified amounts in the firat budget

' determinants of the cost of satisfying the constraint in each

the absence of the constraint. Other things being equal, the

the higher the cost of satisfying the GHG emissions constramt.

Energy Modeling Forum (EMF) at Stanford University (called

o prepare its own base case projection of carbon emissions in

ssions projections from this study (as well as a few recent

Figure 1.

carbon emissions by the latter part of this century. Even by

1od covered by the Kyoto Protocol, there are significant

It of different assumptions, for example, about economic

over. The range of projections for the year 2010 range from

1C) with a median of about 1,800 MiC, and for the year 2020

_l.._
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from 1,674 to 2,244 MC with a median of about 1,950 MtC. Figure 2 shows how base case GDP, total
primary energy, and carbon emissions are projected to change between 1990 and 2010 in sach mcdel.
Al the models project a significant decline in carbon emissions per unit of economic output (i.e., much
more rapid GDP growth than

carbon emissions growth)

- - Figure 1 -
Base Case Carbon Emissions Projections | for the U.S. over the period between now’
and 2010. In addition, the
3500
models that report energy [
< @ 3000 . ’
% 8 consumption all project that
i
Q=
S % 2500 reductions in energy use per
O E
_§_§ 2000 unit of economic output wiil
L o=
SE 1500 be one major source of
1000 carbon emissions reductions.

1990 2000 2010 2020 2030 2040 2050 2060 On the other hand, the

Year models that report both
energy consumption and
carbon emissions differ in their projections of carben emissions per unit of energy use (sometimes

referred to as the carbon intensity). Four models - 3GM, Oxford, CETA, and AIM — project a decline in +

carben intensity, whiie three — MERGE3, MS-MRT, and G-Cubed — project an increase. For example, the

MS-MRT model projects a 20 percent increase in energy use and a 34 percent increase in carbon
emissions, while the Oxford model projects a 47 percent increase in energy use and a 34 percent

increase in carbon ermissions.

Other things being equal, the higher the base Lase emissions projection, the more emissions wilil
need to be reduced 10 achieve a particular target, and the higher the cost of meeting that emissions
target. The policy regime considered and the representation of opportunities for corporations and -+

- consumers to change the mix of products tends tp be important determinants of mitigation costs as well, °~
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Figure 2
Projected Changes in GDP, Energy, and Carbon Uh

Percent Change (1990-2010})

Wt

der a | Reference Scenario | for the U.S,

The policy regime includes ;
trading, credit for carbon sinka, ti
and revenue recycling. inter-gas tradi
discussed here. Currently, only a small group
tions.’® Also, the rules governing the monitori

less well developed than for CO, erissions.

Emissions Trading

— Although the Kyoto Protocol explicit
*s._‘\w

the negdtiators have yet to agree on who can
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B. The Climate Policy Regime Considered

flexibility mechanismas such as inter-gas
ming flexibility, carbon emissions trading,
ng, credit for carbon sinks, and revenue recycling are not

of analysts are mcorporating these factors inte their calcula-

-

ng, measurement, and crediting for these mechanisms are

ly mentians internaticnal trading of carbon emissions rights,

trade, what can be traded and how much trading will be

AN . . .
allowed. EMFstarted with some relatively simple alternative interpretations of the trading provisions 1n

\

\
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1
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the Protocol in order to get a rough i1dea of what is

trading regime.

at stake in determining the rules governing the

In a recent EMF study (Weyant and Hill, 1999), results for four alternative scenarios were

compared: (1} No Trading of international emissions

emissions rights, (3) the Double Bubble, which can
(EU) and for the rest of the Annex | countries, and

non-Annex | countries constrained to their base cas

Several conctusions emerged from running

rights, (2} Full Annex | (or Annex B") Trading of
siders separate trading blocks for the European Union
(4) Full Global Trading of emissions rights, with the

e emissions.

these scenarios. First, virtually ail of the modeling

teams were uncomfortable running the Full Global Trading scenario as a realistic outcome of the current

negotiating process. These teams believe that there

is simply not erough time between now and the first

budget period to agree upon and design a trading regime invelving all the participants in the United

Nations Framework Convention on Climate Change.
what ultimately might be achieved. Second, in man
nario rise to levels that made the modeling teams g
unemployment that is {eft out of most of the mode!

Despite these limitations, a number of general cong

Figure 3 shows carbon price results for the
{here resuits for the Double Bubbie scenaric are ad
The potential advantages of expanding the scope of
from the No Trade to the Annex | Trading case lowe
factor of two. This is a result of equalizing the marg
This effect is particularly significant.in this case beg
amount of carbon emissions rights will be available
rights are allocated based on 1990 emissions. Due
1990s and subsequent economic downturn, foreca‘é

2010 to be lower than its 1990 jevel allccation).

The advantages of Global Trading relative t
primarily because non-Annex | countries can reduce

unconstrained allocation of emissions rights) than ¢

Thus, this scenaric was run only as a benchmark for

y of the models, carbon prices in the No Trade sce-
uestion whether the economic impact of the additional
5 could be as large as the costs that are considered.

lusions can be drawn from the model resuits.

United States for the four alternative trading regimes
ded to those for the three "core” trading scenarios).
the trading regime are evident in the figures. Moving
rs the carbon price required in the four regions by a
rinal (i.e., iIncremental) abatement cost across regions.
cause almost all models project that a significant
from Russia. {(Under the Kyoto Protocol, emissions

to the split of the former Soviet Union in the early

ters expect Russia’s uncentrolied carbon emissions in

b Annex | Trading are also significant. They result
amissions more tnexpensively (due to their

an the Annex | countries {(due to the:r much more
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Figure 3

Year 2010 | Carbon Tax Comparison | for the U.S.
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tightly constrained Kyoto allocation). For example, in the base case, most of the models project about a
30 percent increase In carbon emissions in the United States in 2010 relative to 1990. By contrast, the
Protocol calis for a 7 percent deciine in U.S.iemissions from 1990 levels, while base case emissions In

China are projected to increase by 100 percent or more over that time period.”

Although all the models show a similar pattern of results for the relative costs of the alternative

-+ trading regimes, there are significant differences in the models’ projections of the magnitude of the
economic dislocations under each regime. Part of the explanation for these differences is the differance

in base case carbon emissions. However, this observation provides only an incomplete explianation of the -

differe’nt\c\ost estimates from the models.
.\
The c‘h\aracteristics of the emissions|reduction scenarios and the base case scenario are different

i
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for each model. Figure 4 shows how characteristics
carbon emisélons are projected to change between

to reduce carbon emissions enough to meet the tar
ment takes place through reductions in energy use

exampie, the SGM model projects that a great deal
in energy use, while the MERGE3 mode! projects th
carbon-intensive fuels. In order to meet a fixed car
base case carbon intensity must project greater req

projects decreasing base case carbon intensity.

This comparison, together with the price rd

differences is the degree of difficulty of adjusting €

of the adjustment dynamics include the rate at whi

Figure 4

such as base case GDP, total primary energy, and
1990 and 2010 in each modei. Here all models have
gets, but the models differ in how much of the adjust-
as opposed to red‘uc‘zions in carbon intensity. For

of the adjustment will take place through reductions
yat more of it will accur through- substitution of less
bon emissions target, a mode! that projects increasing

uired reductions in energy intensity than one which

sults, suggests that the other reason for the observed
nergy demands In each modei. Important dimensions

ch energy demand responds to price changes, the rate

Projected Changes in GDP, Energy, and Carbon Under a

for the U.S.

No Traq!e Scenario

Percent Change (19990-2010)

sem
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NEMS [

MARKAL-Macro | :°

ﬁ Energy
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Mote: Same as Figure 2 only without trada,
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at which the energy producing and consumin

are introduced, and the rate at which natural

g capital stock turns over, the rate at which new technologies

gas production is increased. This paper does not discuss all

these differences individually, but rather uses model results to provide an aggregate picture of how they

work tegether in each model.

C. Substitution Opportunities

How models depict the chgices and level of flexibility consumers and

producers have to substitute among inputs and outputs when faced with

changing energy prices iy very important to climate policy coat estimated.

Unfortunately, 1t is very difficult to compare

how models treat this substitution since definitions, points of

measurement, and level of aggregation of parameters differ greatly from model to model. However,

Figure 5 is an extremely valuable starting pg

results by plotting the projected carbon pric

Figure 5a

int in the process of understanding differences in model

e against the percentage reduction in carbon emissions for

Marginal Cost of U.8.

Carbon Emissions Reductions in 2010

with No Emissions Trading Under Ky

oto Scenarios
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Figure 5b

Marginal Cost of U.S. |Carbon Emissions Reductions in 2020

with No Emissions Trading Under Kyoto Scenarios
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cost curve for each model for each region in each

These figures contaln a great deal of information

differ. In addition, the plots show how difficult it

sions by a given amount, That is, the steeper the

5 10 15 2 25 30 35 40 45 50
Percent Reduction in Clrbon Emissions Relative to Base Case
+
each of the trading regimes considered. This yietds an approximate marginal c/arbon emissions reductions
year.
Marginal cost curves for the United States in‘ 2010 and 2020 are shown in Figures 5a and 5b.
about how and why the cost projections from the models
vill be to make the required adjustments. A steeper
marginal cost curve for 2 model implies that it requires a larger price incentive to reduce carbon emis-
marginal cost curve, the higher the carbon price +

- required to achieve a given percentage reduction

depends on the base case emissions projected by

in-base case-emissions. The steepness of these curves -

the model, the magnitude of the subsiitution and

demand elasticities?' embedded in it, and the way capital stock turnover and energy demand adjustments

are represented. All three factors work together, s¢ that models with higher base case emissions lead to

higher adjustment costs. tf the elasticities were h

costs would be lower.

gh and the adjustment dynamics rapid, adjustment
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Figure 5 shows the difference in the
different hase cases. One can observe differe
reduction in response to successive incramen
linear dependence of the carbon price on the

exhibit a more 'steeply rising relationship.

response of carbon emissions to higher carbon prices and
nces In both the absolute and percentage emissions
ts of the carbon tax. Some of the models exhibit a nearly

percentage reduction in carbon emissians, whiie others

Future studies looking at the sensitivity of substitution parameters within models rather than

among models would be a very useful exercis

D. Technological Change

Ecomomic models, with a ti
metric of technological change to
long perioda. This section discusses insi
eccnemic models. As mentioned in Section 11

representaiion of technological change. This

e in understanding why model cost esfimates differ.

me horizon of many decades, rely on Aome

capture the march of technical progress over
chts related to the representation of technological change in
[. D, many existing models use a reiatively simpte exogenous

discussion begins with a further elaboration of the AEEI

method, then moves to some more recent attempts to mode Induced Technological Change (ITC) and a

description of models incorporating learning

Models using AEE]

These modeis show that ongoing evo
base case emissions, which in turn affect GH
engineering madels and historical trends, mo

This would translate into a 22 percent impro

Induced Technological Change

Both empiricat waork on ITC, and the
+ notion that the retationship between price ch
There is also an emerging consensus that the
e more significant in the longer term. Thus it ¥

emnssioﬁs\Qduction cost projections presents

~,
projections ah‘d\ perhaps a dominant impact ¢
Y

\

by doing (LBD).

utionary technological change can have a major impact on
G mitigation projections. Based on detailed process-
delers ciuster around an AEEI of 1 percent per year,

ement over iwenty years.

results of “top-down” conceptual models, reinforces the
anges and technological change is extremely compticated.
effects of ITC will be modest in the short run, but much
ilt probably oniy have modest impacis on the 10-year
ad here. ITC will have more of an impact on the 20-year

n cost projections for the middie to late century.

._[._
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Empirical Modeling and Analysis of ITC

One early method of modeling ITC tnvolved empirical observations of past responses to energy

price and policy changes. Dowiatabadi and Oravetz (1997) studied aggregate energy efficiency trends in

the United States from 1954-1994 to construct a

model of price-induced energy efficiency. They suggest

that this model should be used to replace the AEE{ parameter in other models.

One of the best-known and most completelempirical models of ITC is the Jorgenson and Wilcoxen

(IGEM, 1993) model of responses of the U.S. economy to energy price changes. Jorgensen and Wilcoxen

apply this model in studying the cost of GHG abatgment policies. The basic model is a top-down general

equilibrium framework, which is a model that allocates output in each period according to supply and

demand conditions and accumulates capital over time to maximize the value of consumption over time.

This means that the model starts with economy-wi

de economic aggregates, and then disaggregates the

behavior of economic agents by industry. Such models use “input-output” coefficients, which are the

amounts of each input to an industry in each dollgr of output from that industry. In the IGEM model, the

input-output coefficients are allowed to vary to implicitly capture the effects of ITC. The projected

input-output ccefficient changes are based on exte nsive time-series data (1947-1985) on inter-industry

transactions. Based on observations of the two o

model the nput-output coefficients as a function

price shocks in the 1970s, IGEM 1s able to empiricaltly

bf energy prices. One reason that only IGEM estimates -+

atl these parameters simultaneously is the large amount of data necessary and the heavy computational

burdens of such an estimate.

In addition to these two economy-wide empirical studies of ITC, a number of researchers have

started to do empirical work on the factors influerlcing particular energy innovaticns. A recent empirical

study of the energy sector by Newell et al. (1996

emphasized the importance of considering the multiple

dimensicns of technologicat change. Using data from 1958 to 1993, the authors analyzed data on room

air conditioners, central air conditioners, and gas

water heaters to estimate changes in cost and energy +

- ——efficiency: These characteristics may advance through “proportional” innovation (i.e., all inputs to a par---—- - - == -

ticular appiiance decline at the same rate over tirhe) or “non-proportional” innovation {i.e., the use of one

input declines faster than the others). Thus, the difference between the two types of innovation depends

on whether the percentage change in energy use

the percentage change in other inputs {primarily

amount of end-use services.”

by a particular appliance over time 1s more or less than

squipment costs in this instance) in providing a given

39
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The authors found evidence that the targe cumulative energy efficiency improvement that

occurred over a span of three decades in these products consisted largely of proportional improvement in

technologies, combined with non-proportional components that favored cost reduction in the early years

and energy efficiency improvements in later years. Moreover, the direction of change was found to

respond significantly to the economic and re gulatory environment. The authors empirically estimated the

impacts of ‘changes in prices, labeling requirements, and performance standards, and found that-each of

these instruments had noticeable effects on|energy efficiency. They concluded that, in the last two

decades, fully one-fifth to two-fiiths of efficiency improvements were induced by historical changes In

energy prices. Still, a large fraction of innovation was found to be exogenous — L.€., independent of ener-

gy prices and regulations. The lesson here i5 twofold: (1) technological characteristics may advance at

different rates, with significant influence from endogenous factors, and (2) a significant componeni of

technical advance is exogencus 17C.

Two economy-wide analylic approaches have been developed tc help study how 1TC might affect

the costs of achieving given emissions reduction targets. In the first approach, Goulder and Schneider

(1996} examined the ITC 1ssue in a dynamjc general equilibrium framework. The Goulder and Schnetder

framework includes an “endogenous growth” element that explicitly considers the links between policy

changes, the supply and demand for knowledge-generafing rescurces, and technical change. The

producticn function of each industry treats; knowledge much like other inputs {i.e., capitai, abor, energy,

and materials). The medel considers the supply of knowledge-generating resources (e.g., skilled engineers,

analysts, and consultants), as well as the demand. Since such resources are scarce, there I1s a cost

involved in increasing the aggregate supply of knowledge-generating resources. Ssmilarly, at any moment

in time, 1f one industry bids R&D rescurces away from another, the acceleration in technological progress

in the expanding industry is offset to somg degree by the slow-down in sechnological progress in the

other. In this model, the presence of ITC generally lowers the costs of achieving a given abatement target.

At the same time, the gross costs of a given carbon price premium are generally higher in the presence of

ITC than in its absence, In the presence of ITC, the economy responds more “elastically” to the carbon

price, and endures greater costé. in response to it. Although this heightened elasticity implies larger grbss

e m&\t\he economy, it alsc implies larger net benefits, because the more elastic adjustment implies

40
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greater ca;B‘o.Q abatement than wou'd occlr in the absence of ITC.
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Goulder and Mathai (2000) investigated the)impact of ITC on: (1) the optimal level and timing of
a carbon tax, and (2) the optimal timing and level of emissions abatement. They considered two policy
regimes: a cost-effectiveness regime {i.e., where the concentration target is given) and a benefit-cost
. regime {where the GHG concentrations over time are| chosen to maximize net benefits — i.e., the benefits
2of emissions reductions minus the costs of achieving them). They considered knowledge accumulation,
- based on both R&D and LBD. They found that ITC significantly reduces the costs of achieving a concen-
tration target if one considers LBD, if control costs are relatively insensitive to the level of abatement, or

if one considers the cost-effectiveness {as opposed to benefit-cost) case.

in the second approach, Nordhaus (1997, 1999) buiit on his DICE model (Nordhaus, 1994) to
create the R&DICE model, which incorporates ITC. The setiing considered by R&DICE is one speciai case
of the results considered by Goulder and Mathas —fi.e., under a benefit-cost policy regime, and where
R&D is the source of technical change. The R&DICE mode! represents the economy in a neoclassical
growth framework, in which economic output is a function of capital, labor, and energy. (A neoclassical
growth framework is one that balances the extra discounted vaiue of the consumption that can be
produced over time with an extra unit of capital investment today against the \:alue of consuming that
urut today and foregoing the investment.) In this medel, exogenocus technological improvement enhances

ecanomic output. In addition, Nordhaus assumes that there is an initial rate of improvement in energy- m

efficiency, or a rate of reduction in the influence of energy and carbon Inputs on output.

The Nordhaus neoclassical growth model also offers insight into the influence of ITC on
emissions reductions and technclogical change. Like Gouider and Mathai, Nordhaus finds that the
opportunity cost of R&D severely restricts the infldence of ITC if an atmospheric GHG concentration
target 1s set based on cost-benefit analysis. In the} Nordhaus model, though, the effect is so strong as to
make the influence of ITC insignificant. The effect of the induced innovation is to increase energy R&D

by less than 2 percent per decade, reduce the ratjo of carbon to economic cutput by 0.0075 percent per

+

decade, and reduce the carbon intensity (of energy use) in 2100 by about 0.5 percent relative to the o
base path. ‘The key finding is that, due to the costliness of R&D, the effects of substitution of labor and
capital for energy swamp the effects of induced innovation. The substitution impacts on demand and
supply are responsible for approximately 99 percent of changes in emissions, concentrations, and

tempetature change. Again, this does not imply that all fechnological change is unimportant, but rather
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that the 1solated effects of the additional ITC are small in a cost-benefit policy regime. However, under a

fixed emissions target, the effects are large.

Technological change is sure to be one of the dominant solutions to the probiem of global
climate change over the next century. Howeyer, there are large uncertainties about the most cost-effective

way 1o accelerate technological improvement over this time period. Different policies may be required to

accelerate invention of brand new technologies, innovations in exi-s_ting techno@es, a—r;ci_;c_t_\—e diffusicn of
new technologies. These processes also work on different time scales.
E. Benefits of Emissions Reductions

The benefits of GHG emissions reductionas, in terma of avoiding climate

impacts for individual sectors, are difficult to asseds, although considerable

progress has been made.” Valuation and aggregation across categories is difficult and controver-
sial. in addition, climate change and impatis are more directly retated to atmospheric concentrations of
GHGs than to emissicns, and GHGs can stay in the atmesphere for a hundred years or more. Thus, an
assessment of the benefits of emissions reduction requires a iong-run projection of the difference
patween climate impacts with and withoutl controls. The difference must be aggregated over time with
some sort of inter-temporal discounting. The assessment and the discounting alse need to account for the

+ risk that conditions could turn out to be m uch worse than expected 1n the future.

The current range of estimates for the direct benefits of reducing GHG emissions now is from $5

to $125 per ton (1990 U.S. dollars) (Bruce et al., 1996). The wide range of estimates reflects variations

in model assumptions, as well as a high sensitivity o the choice of a discount rate. Atthough simulations

based on a social discount rate of & percént tend to be in the $5 to $12 range, assuming a rate of

2 percent or less can lead to estimates that are a facter of ten greater. In interpreting these numbers, the

reader is reminded of three previous points made in this paper:

« The range of benefits projections depends critically on assumptions about both base case impacts

and the ability of people and institutions to adapt to these impacts;
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» Many analysts and policy-makers believe thiat costs cught to be weighed against disaggregated

impacts that are left in physical (and, therdfore, more tangibie) and not monetary form; and

« Most analysts now recognize the much greater relative importance of low-probability, but
high-consequence extreme events, as opposed to more gradual, hinear changes, in our

vuinerability to climate chéngé. However, they have only just begun to study them.

Projections of ancillary benefits range from $0 to $20 per metric ton of carbon (1990 U.S.
dollars). These projections depend heavily on prec sely where the emissions reductions occur. This is
because: (1) most of the ancillary benefits are the result of reductions in other air pallutants {e.g., sulfur
dioxide, oxides of nitrogen, YOCs, particulates, etd.), and {2) those air pollution benefits depend on both

the prevailing meteorotogy and where people live relative to an emitting plant site or freeway system.

In summary, users of economic analyses should either: (1) focus on cost-effectiveness, taking
emissions or concentration targets from other ana ysts or policy developers, or (2) factor In reductions in
physical or monetary impacts and weigh them agdinst mitigation costs. Above all, it is essential to keep
the benefits of climate change polictes transparent and separate from the costs, beth n doing the
analysis and in communicating the results. It would be unfortunate if cost estimates from a cost-
effectiveness study that did not take into account climate change benefits were misinterpreted {0 include
such benefits. And 1t would be egually unfortunate if a cost estimate that did aceount for climaie change

benefits was misinterpreted as excluding them.
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V. Conclusions

Analysts have produced z wide range of projections of the costs and benefits of reducing GHG

emissions. Understandably, policy-makers want to know what is behind these projections and why they

often differ. This paper attempts to simplify

the task of understanding differences in projections by

focusing on five key areas in which differences in model configuration and in input assumptions drive

differences in model results.

Two key determinants of costs and benefits are the base case emissions projection against which

emissions reductions are compared, and the
differences in input assumptions. The model

the base case emissions, the greater the eco

policy regime considered. These two factors primarily reflect
results summarized In this paper demonsirate that the higher

homic impacts of achieving a specific emissions target. In

e s sy =

e e T S R A

fact, in many models the rejationship between the percentage reduction in GHG emissions and the car'bon

price 1s quite non-linear. It Is also shawn that key elements of the policy regime, like the extent to which

T AR I, 1

international emissions trading is permitted,ican have a profound effect on the econemic impacts of emis-
sions reduction. in general the more flexsbility permitted in where, when, and which GHG reductions may
be used to satisfy a commitment, the smallgr the economic impacts. It also matters greatly how revenues

raised through carbon taxation are reused, especially if certain uses are politically feasible.

A third determinant — the extent tp which the model accounts for the benefits of emissions
reductions — often comes from external solirces or is omitted (as in a cost-effectiveness analysis).

Sometimes, however, a cost-benefit analysis is performed or a penefits estimate is subtracted from the

imate.

gross cost estimate 1o get a net benefits es

+

These three external sources of differences in projections account for most, but not all, of the
range of cost projections. The residual differences can be traced to how each model’s structure accounts _
/,wmwhioLE.yo other key factors — the rate and extent o which available inputs and products can be substituted

“n\‘
for one another, and the rate of improvement 1n the substitution possibilities themseives over time

(i.e., technc%gical change). The representation of the substitution possibilities depends both on the
N,

\
!
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available technologies and on how the retirement pf existing eguipment and intreduction of new

technologies are represented. The more flexibility jthe model includes in the choice of technologies,

retirement of old equipment, and intreduction of hew technologies, the iower the economic impacts of

e

emissions reductions. It 1s important to understand that flexibility in substitution of less GHG-intensive
activities is not a policy choice. It is a characternistic of the economy and depends ultimately on choices

made by individual consumers and firms.

Analysts understand how the modeis used in making mitigation cost projections differ in repre-
senting substitution possibilities in the aggregate} although the details are still under investigation. These
differences are important not only to interpreting land comparing mode! results, but aiso to understanding

how effective various kinds of policy interventions might be in reducing GHG amissions at minimum cost.

Technological change occurs when new technologies atlow a particular good or service to be
produced with fewer inputs, or when a new product is developed. Most models used to project GHG
emissions and mitigation costs assume that technological change takes place steadily over time, but does
net depend on changes in prices or the implementation of government policy optiens. Thus, different
technclogies are selected as prices change, but no new technologies are added to the menu. Recently,
analysts have started developing ways by which price-induced technological change and price-induced

increases in the rate of diffusion of new technoldgies can be included. +

The technological change that occurs over time, and that is included in most of the madels,
reduces the costs of mitigating carbon emissions because it decreases the base case trajectory of GHG
emissions. However, it 1S probably unreatistic to pssume.that changes in energy prices will not alter the
course of technological progress. In the short ruf, price Increases should encourage the diffusion of new
technologies. In the intermediate term, they should lead to a more rapid rate of increase in the rate cf
improvement of existing technologies, and earlier replacement of other facilities and equipment. In the
long run, price increases should stimuiate the development of brand new technologies. Both kinds of +

changes should reduce the average rates of GHQ emissions-per unit of output. - - - e e

Given the large number of detailed assumptions made in each modeling anaiysis of GHG policies,
this paper has not attempted to ascribe the costs and benefits of GHG emissions reductions projected in

any particular study to differences in input assumptions. Rather, its focus has been on the identification
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and description of the major 1nput assumpt

comparing the available model-basec proje

In understanding how these five d

better equipped to evaluate the likely econ

~tions of the costs and benefits of GHG reductions.

omic impacts of climate change mitigation.
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ndnotes
- - 1. Total resource costs are the direct costs of the substitutions resulting from the policy Intervention. That 1s,

they are the costs of the changes in capital, labor, and matenals that result from the policy.

2. Consumption represents the total goods and services used by the economy. The discounted present value
reflects the preferences that individuals express regarding trade-offs between costs and benefits that are realized at
different points 1n time, It adds together the consumption in each year adjusted to take into account people's
preferences for income in that year relative o income today.

3. A uiility function 1s a measure of econcmic welfare that goes beyond mere monetary measures. For

example, it may take intc account the fact that a given amount of money weuid be more valuable to a poor person than

to a nich person.

4. The resulting adjustment depends on two opposIng effects on workers. Warkers would want to work more to

make up for their loss in real income, but working is worth less vis-a-vis leisure, which would make them want to work
less.,

5. In order to obtain such a base case emissiors projection, one must estimate each of the following —
populatien, econcmic qutput per person, energy per unit jof ecenomic cutput, and carbon per vt of energy — and then
multiply them together. The projection of each of these factors is, in turn, ether assumed or inferred from projections of
other underiying factors. This is scmetimes referred io a3 the Kaya |dentity)51nce it was first observed by Yoichi Kaya

(1989) of Tokyo/Keio Unwversity.
6. See, e.g., Bruce, et al. (1896).

7. {n some control scenarios, some models show an increase in gas supply with substitution of gas for coal and
oll. In other scenario-madel combinations, overall energy demand 15 reduced enough that the share of gas in total energy

demand rises, but the overall demand for gas decreases.

8. Thus, after converting to “CQ, equivalents,’} base year emissions are increased, and whether or not the
inclusion of the “other” gases increases or decreases mitigation costs depends on whether the cost of decreases in CO5
are larger or smaller than the cost of equivalent reductidns 1n the other GHGs. Early studies of the use of flexibiiity
mechanisms in meeting the objectives of the Kyote Protpcol indicate that there may be some cost savings associated
with moving from CGOg-only recuctiens to reductions in all GHGs (Reilly et al., 1999; Hayhoe et al., 19$9). However,
there are two critical implementation 1ssues associated with this potentially valuable flexibiiity mechanism: {1) a lack of
consensus on the appropriate relative global warming patential of different gases, and {2) if the institutions are not In +

place to assign credit for reductions 1n the non-CO, gases, then the adoption of a multi-gas approach may actually

7 " herease coste by putting more pressure on COy abatement.
9. The Kyoto Protocol provides that “net changes in GHG emissions by sources and removals by Sinks resulting
from direct human-induced land-use change and forestry activities, imited to afforestation, reforestraticn and deforesta-

tion since 1990 .., shall be used to meet the commitments” (Article 3.3).

10. See the Pew Center’s report on Internatiofal Emissions Trading written by Edmonds et al. {1999).
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11. This is just another example of th

that 15 not now traded.
12. See, e.g., Manne and Richels (19

13, Numerical general equilibrium mao

¢ gains from trade {(Bhagwatti and Scrinivasan, 1983), albeit for a good

00}, Nordhaus and Boyer (1999), and Peck and Teisberg {1999),

dels are calibrated to actual economic conditions in a particular economy

and use parameter values that are as realistic asi possible for that economy.

14, Useful Iife 1s an economic concept: 1t depends on the tenefits and costs of the alternatives. One may buy

—__a new and better computer after three years, ev

new one has supenor cost and performance cha

racteristics. Or one may keep an cld car running because the

performance advantage of the new car 15 not worth the cost.

15. Goulder and Mathai (1957) formulate an interesting part:al equilibnum maodel that allows them to

highlight the similarities and differences between ITC and LBD in both cost-effectiveness and cost-benefit analyses.

16, There 15 no discussion here of res

Ltts from three other typical types of economic analyses: (1) the cost of

meeting longer term limiis on atmesphenc concinirations of GHGs, temperature change, or climate impacts; (2} cost-

benefit analyses; and {3) decision-making unde

uncertainty with respect to either cost-effectiveness or cost-benefit

objectives. (See Weyant et al., 1996, for more gn results from these other types of analyses.)

17. Of the thirteen global models incl

uded in EMF 16, eleven had an exphicit U.S. region. In this report the

authors have omitted the other two models — FJUND and GRAPE — and added results from three U.S.-enly models:

IGEM, NEMS, and MARKAL-Macro.

18. See Reilly et al. (1999), Hayhoe &t al. (1999}, and Manne and Richeis (2000} for recent studies of

multi-gas approaches to climate policy.

19, Annex B refers to industnialized ¢
the year 2000 as per Articié 4.2 of the Kycto P

"i' 20. For more on the potential for inte
Edmonds et al. (1999).

buntries that are trying to return their GHG emissions to 1990 levels by

rotocol.

rrational emissions trading to reduce the costs of GHG mitigaticn, see

21. Elasticities measure the responsiyeness of the demand for a product te the price of the product.

22. in the formuiation used here, the

efficient in 1ts use of inpuis (energy and capita

through selection of a particular model that is available at any point in fime.

23. See the Pew Center’s Environmen

whole set of available models of a particular appliance becomes more

charges) over time. This 15 different than the substitution of facters

tal Impact report series.
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