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Economic Report of the President

To the Congress of the United States:

In the past year, | have taken several major steps to implement an economic
agenda that champions prosperity and success for the American people. This
began with two crucial pro-growth policies: massive tax cuts and sweeping
regulatory reform. These historic accomplishments, and many other achieve-
ments in our first year, have restored confidence within our families and
businesses that the United States is, and always will be, the greatest place
on Earth to pursue opportunity. | am proud to present the economic agenda
my Administration has designed and begun implementing to enable every
American to build a bright future—to achieve the American Dream.

The American people have long been awaiting an effective pro-growth
agenda that inspires robust economic activity, spurs innovation, creates jobs,
and improves families’ financial security. The Federal Government’s economic
policy in recent decades, however, has been a story of one broken promise
after another.

For too long, leaders have promised growth, but done little to change
policies that drove business away and pushed our factories and jobs offshore.
They promised prosperity, but layered on regulatory red tape that hurt work-
ers and businesses in the struggle to keep up with the ever-increasing cost of
complying with new rules. They promised to empower American citizens with
opportunities and resources for their future. Instead, they enabled a bloated
bureaucracy, special interest groups, and unaccountable international institu-
tions. Consequently, my Administration inherited an economy with relatively
slow growth. The median American’s real household income from working had
dropped lower than it was a decade ago. And the previous Administration’s
forecasts suggested that this would never get better.

My Administration’s pro-growth policy agenda is reversing these trends
and ending the disappointments of the past. No longer will we perpetuate the
illusion that policies that encourage economic growth, job creation, and wage
growth are out of our reach. No longer will we turn a blind eye to the regions of
our country that have suffered from politicians’ failed programs and misplaced
priorities. No longer will we tolerate unfair and nonreciprocal trade practices
that impoverish our workers. And no longer will we tolerate burdensome,
backward, or perverse economic policies that guarantee bleak outcomes for
our citizens.
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Policies for a Pro-Growth Agenda

The primary components driving my Administration’s pro-growth policy
agenda—tax cuts, tax reform, and smart deregulation—have inspired enor-
mous confidence in the economy and optimism that it will continue thriving.

We approached tax reform with the following principles: Our corporate
tax system was uncompetitive with the rest of the world; the American middle
class deserved a fairer, simpler tax code that lowered rates, exempted more
income from taxation altogether, and limited costly deductions favoring spe-
cial interests; and a smarter tax system would encourage business expansion,
job creation, and wage growth.

On December 22, 2017, | signed into law the Tax Cuts and Jobs Act of
2017. My Administration worked closely with Congress to pass this historic
bill, which brings much-needed tax relief to the middle class and to small busi-
nesses. For too long, our tax policy squeezed families and small businesses
with unfairly high tax burdens. Our backward tax code drove companies, jobs,
and profits abroad. Our corporate tax rate was 60 percent higher than that of
our average economic competitor—it was the highest in the developed world.
This came at a huge cost to our citizens: the median American’s real household
income collapsed at the beginning of this century, and it took 15 years to
recover the losses.

The Report that follows shows that the corporate tax changes alone
are expected to increase annual income for families by an average of $4,000.
Americans at all income levels will receive a tax cut. The standard deduction
nearly doubles, and the child tax credit fully doubles. Bringing down the busi-
ness tax rate from 35 to 21 percent, and allowing firms to fully expense their
investments in equipment and intellectual property, is encouraging robust
economic activity by making America a more competitive place to do business.
Other changes to the tax code are encouraging companies to bring back to
America the nearly $3 trillion in wealth that they have parked overseas.

The enactment of the Tax Cuts and Jobs Act has inspired businesses to
express their confidence in the economy even before the new law’s complete
implementation unleashes its full, tangible benefits, which include larger
paychecks, greater profits, and lower tax burdens. My Administration has kept
its commitment to making smarter, pro-growth economic policy, sending the
crucial signal to businesses that America is once again the most promising
place in the world to build, invest, create, expand, and hire. In response to our
historic changes to the tax code, over 350 companies have, to date, announced
billions in new investments in plant and equipment in the United States, along
with improvements to workers’ compensation or benefits, including raising the
minimum wage for their employees, increasing 401(k) contributions, and giv-
ing bonuses. These improvements will affect more than 4.1 million employees.
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As we knew when we set out to reform taxes and rein in the regulatory
state, when America’s enterprises are optimistic about where the economy is
heading, they will expand their operations; invest more in plant and equip-
ment, which raises workers’ productivity; and, as a result, raise wages. We
have recently seen capital spending again contribute to rising productivity,
after holding productivity growth back under the previous Administration, and
have also once again started to observe economic growth above the 3 percent
level—which many claimed was impossible. The stock market reached record
highs, creating trillions of dollars in wealth—reflecting consumers’ and inves-
tors’ confidence.

In addition to reforming tax policies that drove business away, my
Administration began a Government-wide effort to eliminate costly, obsolete
regulations soon after taking office. For too long, the regulatory state had
grown at the expense of our economy and wages. It ballooned far beyond what
is needed to protect citizens from harm. The effect of excessive regulation is
well known: it functions as a tax, stunting economic growth and generally dis-
couraging productive activity. This undermined the operation of our markets,
increased costs for consumers, and empowered Washington bureaucrats over
American consumers. To date, we have stopped the growth of the regulatory
state in its tracks. In our first year, we adopted a miniscule fraction of the
“economically significant” rules churned out by other Administrations. We
exceeded our policy of striking two regulations for each one we create, elimi-
nating 22 regulations for every 1 we have adopted. By creating fewer rules and
reliably committing to eliminating the unnecessary old ones, we have signaled
to firms that they can invest in growing their business. Business confidence has
skyrocketed in response.

But the best is yet to come. As we continue to implement the new tax bill
and cut regulatory red tape, the following priorities round out our pro-growth,
America-first agenda.

Infrastructure and Energy

A modernized, safer transportation infrastructure is imperative for connecting
our citizens to opportunities. Delayed projects, insufficient investment, traffic
congestion, and wear and tear are slowing America down. My Administration
is dedicated to generating $1.5 trillion in new infrastructure investment and
shortening the approval process so projects may be permitted in under two
years.

Renewing our infrastructure must prioritize accountability and enable
greater State and local control. We are committed to reversing the legacy
of prolonged deadlines and the wasted resources that befell infrastructure
projects in the past and that has deprived Americans of the infrastructure they
deserve. President Obama’s stimulus package was intended to significantly
increase investment in infrastructure, create jobs, and improve the economy;
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however, only 3.5 percent of the over-$800 billion plan went to constructing
transportation infrastructure. Taxpayers felt severely misled. Bureaucracy cre-
ated years-long delays to breaking ground on many projects. And millions of
promised “shovel-ready” jobs never appeared.

The American people are tired of empty promises. They know this Nation
is capable of doing so much better. They want accountability for promised
projects and jobs. They want decisionmaking to be done at the State and
local levels, where folks know what needs to be done and how to do it. My
Administration will work with Congress to develop an infrastructure plan that
enables sophisticated projects to be approved and finished promptly.

Advancing the capabilities of our infrastructure means more than just
rebuilding roads and bridges. Americans rely on the Internet to work, learn,
and connect with each other, and it must be modernized to suit their needs.
In his 1994 Economic Report of the President, President Clinton promised to
connect “every classroom, every library, and every hospital in America” to the
Internet by 2000. Decades later, 39 percent of rural Americans still lack high-
speed broadband. And a quarter of America’s K-12 students lack adequate
Internet connectivity at school. It is intolerable to continue pretending that
this is the best America can offer to our students. My Administration is working
to expand accessibility and expedite the process of bringing the Internet to
hard-to-reach areas.

As we plan for a reinvigorated infrastructure, we must also plan for the
future of American energy by renewing our commitment to energy dominance.
This encompasses energy independence, which ensures energy security for
American families and businesses for decades to come, and global energy lead-
ership, which consolidates our role as a major influence in the international
energy sphere.

The United States is the world leader in combined total production of oil
and natural gas. Technological ingenuity has unleashed the American energy
supply, and domestic energy production is increasing for both petroleum
and natural gas. Capitalizing on and expanding our energy supply solidifies
our position as a global energy leader, reduces our reliance on imported
energy, and provides opportunities for job creation and economic growth. Our
untapped oil and natural gas fields are crucial resources for solidifying our
energy security and independence. Increasing energy supply will also reduce
electricity costs, lowering utility bills for American households—particularly
low-income families, which are disproportionately affected by high utility bills.
Lower electricity costs can also reinvigorate American manufacturing and job
growth by decreasing manufacturing costs for American-made products.

To further unleash America’s energy potential, we must also reduce
the excessive regulatory burden that inhibits production. Since | took office,
my Administration has been working to remove these barriers, enabling the
private sector to create more jobs; increase wages for its employees; produce
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clean, affordable energy to power our economy; and increase American energy
exports. Steady and secure supplies of coal, liquefied natural gas, refined prod-
ucts, and crude oil enable the United States to maintain our energy leverage
in the international sphere. With our plentiful supply, the United States can
reduce other nations’ reliance on exporters that use energy as a geopolitical
weapon. Diversifying our energy sources and furthering research on next-gen-
eration energy technologies will enable our Nation’s firms to provide cleaner,
more efficient, and more affordable energy for American citizens.

Trade and the International Sphere

International trade offers an opportunity to grow the economy, but it must
be pursued with American interests in mind. We cannot continue to pursue
a global order that disregards America’s prosperity and the well-being of our
citizens. My Administration believes in the benéefits of free trade, and it is com-
mitted to robust trade relationships with other nations that value fairness and
reciprocity. Some of our trading partners, however, do not share these values,
and this places unsustainable stress on global trade. As such, the United States
can no longer reward governments that distort the free market with illegal
subsidies or handcuff American exporters with high tariffs and nontariff barri-
ers. We can no longer tolerate unfair trade practices, such as forced technology
transfer and industrial espionage. And we can no longer tolerate complacency
toward unfair and nonreciprocal trade that undermines America’s potential.

Immediately after taking office, | began revising our Nation’s trade poli-
cies to promote the interests of the American people. My Administration is in
the process of improving the North American Free Trade Agreement and the
Korea-United States Free Trade Agreement. In the coming year, we will also
seek to negotiate new, better trade deals, and we will hold accountable any
country that engages in unfair trade practices through tough and focused
action.

With a tougher, smarter, and more clear-eyed agenda, we can rejuvenate
our trade deals, boost our exports, and improve the economic prospects of
our citizens and communities. By following through on this agenda, we will
become a stronger and more secure Nation that can offer better opportuni-
ties to our people. For far too long, the United States put up with unfair trade
policies that left our workers behind. Previous Administrations pursued unen-
forceable multilateral trade deals and let other countries get away with unfair
practices. We will not perpetuate a trade agenda that exports our factories and
jobs, weakens our manufacturing and defense industrial bases, and diminishes
our economic and national security.

Innovation, Intellectual Property, and Cybersecurity

America has long been one of the most productive, innovative, and forward-
thinking nations in the world. In recent decades, however, Government policy
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has not properly recognized the importance of innovation for growth and the
value of America’s distinct entrepreneurial spirit. Renewed commitment to
enforcing our intellectual property rules encourages innovation by signaling
that inventions will be rewarded and protected, and it enables the United
States to maintain its long-standing advantages in science and technology.
Protecting our evolving technologies and ideas from theft and forced technol-
ogy transfers, to which American enterprises are increasingly subject abroad,
is not only in America’s economic interest—it conveys our great pride in the
capabilities of America’s innovators and the value of their ideas.

Protecting the results of American ingenuity—such as new technology,
research findings, and other forms of innovation—is crucial to our future
economic and wage growth. The IP Commission estimates that stolen intel-
lectual property reduces GDP by 1 to 3 percent a year—an annual loss in the
range of $185.7 billion to $557.1 billion. Given this threat to our economy,
my Administration is partnering with the private sector to protect American
technologies, intellectual property, and innovators. We are striving to ensure
an economic climate that values innovation, encourages the private sector to
invent, and enables the private sector to protect itself from all forms of indus-
trial espionage, including cyber theft. And we will take action when necessary.
As the threats to our economy have become more complex and widespread, it
has become increasingly important to empower our companies and citizens
with tools that help protect against cyberattacks, cyber theft, and other mali-
cious activities that endanger our citizens’ privacy, our national security, and
our economic success.

Investing in the Future Americans Deserve

My Administration is proud of the economic success that the United States
has achieved over the past year, and we are dedicated to sustaining this
progress. We are working hard to reverse policies that drove many businesses
to other countries, taking jobs with them. In 2017, our strengthened economy
created 2.2 million jobs, and the unemployment rate was at its lowest level in
seventeen years. Maximizing growth and opportunity, however, must include
two key priorities that did not receive enough attention for a very long time:
workforce enablement and support for distressed communities. We are
dedicated to ending the low labor force participation rate inherited from the
previous administration, and to uplifting our Nation’s communities that have
borne the highest costs of bad policies, in the forms of poverty, despair, and
drug addiction.

Within the communities that suffered the most when businesses left is a
silent Nation of Americans who have dropped out of the workforce. Although
our overall low rates of unemployment are encouraging, the labor force
participation rate for prime-age men is lower now than it was in every year
between 1948 and the start of the Great Recession. This means that as bad
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policies ran their course, too many of our citizens lost hope, were discouraged
by Government programs from working, or struggled to find opportunities and
stopped looking. And while most of America is working and enjoying the ben-
efits of our now-robust economy, we cannot forget that there are still millions
of people who have been left behind. We are committed to addressing this
deeply troubling situation by reversing the economic policies that disregarded
so many of our citizens for so long and to creating new, focused remedies.
My Administration’s Rural Prosperity Task Force is working to solve problems
such as disproportionately high rural poverty rates and inadequate broadband
access. The Investing in Opportunity Act of the Tax Cuts and Jobs Act provides
tax incentives to invest in low-income communities. Combined with our focus
on job creation and workforce development, we are driving a renewed com-
mitment to the communities in our Nation that have been neglected for far
too long.

My Administration is not only concerned about the economic conse-
quences of the dismal tax, trade, immigration, welfare, and regulatory policies
of the past, which drove Americans from the labor force. We are also concerned
that the low labor force participation rate excludes Americans from many other
benefits of civil society.

To address this, we are committed to making it possible for all work-
ing-age, able-bodied Americans to contribute to our economy and society.
Strengthening work requirements as a condition of welfare assistance will help
more individuals experience the many benefits of work and vastly improve the
financial situations of those receiving assistance. We are targeting for reform
all Government programs that provide incentives to avoid work. Workforce
development programs play a key role in helping individuals who are receiving
assistance to find jobs and earn incomes that will enable them to move from
dependency to self-sufficiency. For this reason, we are advancing programs
that teach or update job skills, promote lifelong learning, offer training in
trades, and better connect our industries with the future workforce. We are pri-
oritizing greater availability of paid parental leave and affordable, high-quality
childcare for the workforce in order to strengthen our families and enable more
women to fully participate in the workforce. And we are committed to ensuring
that America’s elementary and secondary schools and institutions of higher
education equip students with the skills they need to achieve lifelong success.

To boost our workforce and heal our society, we must also contend with
crisis levels of drug abuse, addiction, and overdose. Drug overdose deaths
numbered 63,632 in 2016. Partly because of this crisis, life expectancy in the
U.S. dropped in 2015 and 2016—the first time it has fallen in consecutive years
since 1963. Not only do drug addiction and overdoses take lives too soon; they
leave traumatized family members and distraught communities in their wake.
When we speak of investing in the future, those affected by addiction are some
of our citizens who will need the most support.
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To date, we have taken many measures to alleviate the opioid crisis. We
are focused on addressing the vast, illicit supply of these drugs, particularly
by investing in the infrastructure of interdiction. We are shoring up detection
capabilities in international mail-processing centers, using fentanyl-detecting
dogs and screening technologies, and attacking the light and dark webs where
transnational criminal marketplaces operate. And we have increased fund-
ing and resources to the States to strengthen their responses to the opioid
epidemic, including the creation of the State Targeted Response to the Opioid
Crisis grant program. We have improved policies to make it easier to find and
crack down on bad actors, to expand access to treatment for addicts, to invent
new solutions for treating addiction, and to further develop nonaddictive pain
management treatments through partnerships with innovative companies.
We continue to prioritize solving this terrible crisis, alleviating the suffering it
has caused, and preventing future anguish. As we discover the best ways to
diminish drug abuse and addiction in our country, we must have an economy
capable of giving opportunities to build a brighter future to the victims of the
opioid crisis and similar kinds of adversity.

Fulfilling the promise of a brighter future must also include developing
solutions to a concern shared by many Americans: the rising cost of healthcare.
In the past, government attempts to improve healthcare gave rise to mandates,
rules, and healthcare tax and spending programs that, perversely, increased
what the average American family paid for healthcare. My Administration fought
to repeal the individual mandate, no longer forcing the American people to buy
the expensive plans that bureaucrats designed for them. My Administration
is committed to providing Americans with more affordable health coverage
options by promoting choice and competition in healthcare markets, and by
addressing health behaviors that can promote a longer, healthier life—which
insurance alone cannot do. Troubled by the growing unsustainability of the
Federal-State Medicaid program, we are committed to improving the program
for both its beneficiaries and the taxpayers who finance it.

We are also committed to preventing Government expansion from sti-
fling innovation in the healthcare sector, and to preventing international free-
riding that takes advantage of our pharmaceutical innovation. We are focused
on correcting policies that hinder drug price competition, addressing a top
concern of the American people: that they cannot afford the medications they
need. We have made it a high priority to ensure that safe, generic alternatives
to important drugs are approved on a faster timeline, making last year a record
one for generic drug approvals.

Finally, my Administration has worked to counter the disappointing his-
tory of the services that have been provided to our veterans. We are pursuing
stringent accountability within the Department of Veterans Affairs and seeking
to provide much stronger support and opportunities to our veterans. The brave
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men and women who have served our Nation have made countless sacrifices.
We owe them nothing less as they build their futures and plan for retirement.

* %%

We have made great strides in our first year, and we remain committed to
policies that grow our economy and improve each citizen’s chance to succeed.
My vision for this term is to increase American families’ prosperity; to encour-
age job creation and wage growth by regaining a competitive business climate
with smarter tax and trade policy, and also deregulation; to capitalize on our
resources and technology to achieve energy dominance; to invest in infrastruc-
ture to make commerce more vibrant and connect citizens with opportunities;
to encourage innovation as one of our most powerful national security and
economic tools; and to enable our distressed communities to prosper by com-
bating workforce development issues and the opioid crisis.

To achieve this vision, we will not rely on the belief that the Government
knows best and can solve every problem. Instead, we will continue crafting an
economic program that lays the groundwork for the conditions that will enable
our citizens to achieve success and prosperity. We will continue to take pride in
making policies that honor the dignity and ingenuity of the American people,
and in dedicating our work to the welfare of each of our citizens.

From the outset, my Administration has valued nothing more highly than
bringing freedom, prosperity, and opportunity to all American families. To that
end, we are dedicated to empowering them with a robust economy. The eco-
nomic agenda outlined here is designed to make it possible for the American
people to dream of, and to achieve, the bright future they deserve.

The White House
February 2018
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Letter of Transmittal

Council of Economic Advisers
Washington, D.C., February 21, 2018
Mr. President:
The Council of Economic Advisers herewith submits its 2018 Annual
Reportin accordance with the Employment Act of 1946, as amended by the Full
Employment and Balanced Growth Act of 1978.

. Yo

Kevin A. Hassett
Chairman

RANEM

Richard V. Burkhauser

Sincerely yours,

Member
/AN

omas J. Philipson
Member
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Introduction

The purpose of the Annual Report of the Council of Economic Advisers is to
provide the public and the economic policy community with a detailed account
of the performance of the U.S. economy in the preceding year and with an
analysis of the Administration’s domestic and international economic policy
priorities for the years ahead. In this Report, we thus review the salient policy
developments of 2017 and preview policy aims for the coming years, in the
context of the Administration’s unified agenda to expand our economy and the
economic prosperity of all Americans.

The U.S. economy experienced strong and economically significant
acceleration in 2017, with growth in real GDP exceeding expectations and
increasing from 2.0 and 1.8 percent in 2015 and 2016 to 2.5 percent, including
two successive quarters above 3.0 percent. The unemployment rate fell 0.6
percentage point, to 4.1 percent, its lowest level since December 2000, while
the economy added 2.2 million jobs, an average of 181,000 per month. Notably,
manufacturing and mining—having lost 9,000 and 98,000 jobs, respectively, in
2016—added 189,000 and 53,000 jobs during 2017. Labor productivity grew 1.1
percent, compared with a decline of -0.1 percent in 2016, and average hourly
earnings of private employees rose 2.7 percent, compared with average growth
of 2.1 percent during the preceding 7 years. Reflecting the economy’s outper-
formance of expectations, the January 2017 Blue Chip consensus forecast of
2.3 percent GDP growth in 2018 was revised upward in February 2018 to 2.7
percent.

The four quarters of 2017 thus marked a nontrivial trend shift. From 2010
through 2016, real output in the United States grew at an average annual rate of
2.1 percent, while labor productivity grew, on average, by less than 1 percent.
The pace of economic recovery was slow by historical standards, particularly
because recent research has confirmed Milton Friedman’s original observation
that in the United States, deeper recessions are typically succeeded by steeper
expansions, and that this correlation is in fact stronger when the contraction
is accompanied by a financial crisis. Since the nineteenth century, the recent
recovery was one of only three exceptions to this pattern.

In the chapters that constitute this Report, we provide evidence that the
historically anemic recovery from the Great Recession was not independent of
policy choices, and accordingly we proceed to identify the exacerbating factors
in the weakness of the post-2009 recovery and the current Administration’s
strategies and menu of policy options to address them.

First and foremost, in chapter 1, on the historic Tax Cuts and Jobs Act
(TCJA), we find that investment and labor productivity have been inhibited
in recent years by the coincidence of high and rising global capital mobility
and an increasingly internationally uncompetitive U.S. corporate tax code and
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worldwide system of taxation. This combination had the effect of deterring U.S.
domestic capital formation, thereby restraining capital deepening, productiv-
ity growth, and, ultimately, output and real wage growth, with the economic
costs of corporate taxation thereby increasingly and disproportionately borne
by the less mobile factor of production—namely, labor. Indeed, the five-year,
centered-moving-average contribution of capital services per hour worked to
labor productivity actually turned negative in 2012 and 2013 for the first time
since World War Il. We estimate that by lowering the cost of capital and reduc-
ing incentives for corporate entities to shift production and profits overseas,
the corporate provisions of the TCJA will raise GDP by 2 to 4 percent over the
long run, and increase average annual household income by $4,000.

Similarly, in chapter 2 we discuss a large body of academic literature indi-
cating that an excessive regulatory burden can negatively affect productivity
growth, and thus overall growth, by attenuating the flow of new firms’ entries
and established firms’ exits, and also by amplifying the spatial misallocation
of labor and creating employment barriers to entry. We furthermore highlight
actions the Administration has already taken to eliminate inefficient and
unnecessary regulations, with the effect of raising prospects for innovation,
productivity, and economic growth.

In chapter 3, on labor markets, we find considerable evidence suggest-
ing, as with regulation, that postrecession efforts to strike a new optimum on
the frontier of social protection and economic growth may have sacrificed too
much of the latter in pursuit of the former. We also find that while demographic
shifts owing to the retirement of aging Baby Boom cohorts exerted strong
downward pressure on the labor force participation rate, factors other than
demography accounted for one-third of the overall decline in participation
during the recovery, and half the decline since the cyclical peak in the fourth
quarter of 2007 (also see chapter 8). For instance, we find that increases in fis-
cal transfers during the Great Recession intended to mitigate the demand-side
effects of rising unemployment generated persistent negative effects on the
prime-age labor supply. Meanwhile, structural unemployment coterminous
with imperfect geographic mobility—exacerbated by regulatory restrictions
(chapter 2), drug abuse (chapter 6), and inadequate investment in infrastruc-
ture (chapter 4)—have similarly intensified downward trends in labor force
participation among prime-age workers.

These challenges, however, particularly those of low labor productivity
growth and declining labor force participation, are not policy-invariant. As
we highlight in chapters 1 and 8, for example, policies that incentivize highly
skilled and experienced older workers to defer retirement, such as the marginal
income tax rate reductions enacted by the TCJA, can have important implica-
tions not only for labor force participation but also for productivity. Moreover,
by raising the target capital stock, we expect the TCJA to result in capital
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deepening, again contributing to productivity growth and rising household
earnings.

Relatedly, in chapter 4 we document the deficiencies of our current
public infrastructure, and investigate the adverse effects of these deficiencies
on economic growth and consumer welfare, as well as potential remedial
policy options. In particular, we examine how the fundamental mismatch
between the demand for and supply of public infrastructure capital could be
ameliorated by utilizing existing assets more efficiently and by adjusting long-
run capacity to levels best matched with local needs, which would allow local
governments more flexibility in giving prices a larger role in guiding consump-
tion and investment decisions, and in streamlining environmental review and
permitting processes. Moreover, addressing the current inadequacies of our
public infrastructure would help to attenuate the coincidence of structural
unemployment with imperfect geographic mobility—again, exacerbated by
the regulatory restrictions discussed in chapter 2—that has been a factor in the
decline of labor force participation identified in chapters 3 and 8.

Chapter 5 covers issues in international trade policy and actions the
Administration has taken and could take to generate positive-sum, reciprocal
trade agreements with our trading partners. Specifically, in addition to review-
ing the benefits of economic specialization and consequent gains from trade,
we also demonstrate how instances of unfair trade practices by a subset of our
partners have had the effect of limiting the potential gains from trade to the
United States and the world, with particularly adverse consequences for the
U.S. manufacturing sector. Addressing these issues would raise productivity by
encouraging greater investment in sectors where the U.S. economy enjoys a
comparative advantage, especially but not exclusively energy and agricultural
products.

In chapter 6, we turn our attention to the health of the true catalyst of
U.S. economic growth: the American worker. Although the Affordable Care Act
(ACA) expanded insurance coverage to at most 6 percent of the U.S. popula-
tion—through Medicaid, marketplaces, and the dependent coverage provi-
sion—we survey a large body of academic literature that estimates the effect of
insurance coverage on health to be substantially smaller than commonly pre-
sumed. Indeed, for the first time in over 50 years, U.S. life expectancy declined
in 2015 and 2016, suggesting that factors such as drug abuse, particularly of
opioids, and obesity may have a larger impact than insurance coverage alone
can redress. Instead, we find that increased choice and competition, along with
a recognition by policymakers that the determinants of health are multidimen-
sional, may constitute more efficient avenues for improving health outcomes,
particularly among lower-income households. Fundamentally, it is the view of
this Council that healthy people not only live longer, more enjoyable lives but
are also an essential component of reversing recent trends in labor productiv-
ity and labor force participation, discussed in chapters 1 and 3.
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Chapter 7 considers the emerging challenge of cybersecurity, particularly
in the context of our ongoing transition to an information economy. Malicious
cyber activity presents new threats to the protection of property rights, includ-
ing rights to intangible assets and even information itself, and thus imposes
large and real costs on the U.S. economy. Given the existence of positive
externalities from investing in cybersecurity, we discuss policy options that
might shift this investment to its socially optimal level, including public-private
partnerships that promote basic research, protecting critical infrastructure
assets, disseminating new security standards, and expanding the cybersecurity
workforce.

Finally, in chapter 8 we examine the year in review and survey the
years ahead. Acknowledging underlying strengths and challenges, the
Administration’s November 2017 baseline forecast, which excludes the effects
of the TCJA, projects that output will grow by an overall average annual rate
of 2.2 percent through 2028. The policy-inclusive forecast, however, which
assumes full implementation of the Administration’s agenda, is for average
annual real GDP growth through 2028 of 3.0 percent. We expect growth to
moderate slightly after 2020, as the capital-output ratio approaches its new
steady state level and the pro-growth effect of the individual elements of the
TCJA dissipate, though the level effect will be permanent. However, expected
further deregulation and infrastructure investment will partly offset the declin-
ing contribution to growth of tax cuts and reforms toward the end of the
budget window. The policy-inclusive forecast is conservative relative to those
of previous Administrations, and in fact is slightly below the median of 3.1
percent. Moreover, the baseline forecast is precisely in line with the long-run
outlook given in the 2017 Economic Report of the President, reflecting our view
that nonimplementation of the current Administration’s policy objectives will
imply a reversion to the lower growth trend of recent years.

Preliminary indicators suggest that markets indeed detect a trend shift.
In the weeks immediately following the TCJA’s passage, over 300 companies
announced wage and salary increases, as well as bonuses and supplementary
401(k) contributions of $2.4 billion affecting 4.2 million workers, citing the new
law. In addition, by the end of January 2018, this Council tallied $190 billion in
newly announced corporate investment projects that were publicly attributed
to the TCJA, revealing that firms are responding to the TCJA as theory and
empirical evidence predicted.

As a society, we hold many values and aspirations, including but not
limited to expanding economic prosperity, that may not exist always and
everywhere in complete harmony. It is the view of this Council that in recent
years, the pursuit of alternative policy aspirations at the expense of growth has
imposed real economic costs on the American people, in the form of dimin-
ished opportunity, security, equity, and even health. We therefore endorse an
agenda for returning the American economy to its full growth potential.
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Chapter 1
Taxes and Growth

In this chapter, we report evidence that the extensive use of itemized deduc-
tions in the U.S. income tax code can distort incentives, affect the distribution
of the tax burden, and reduce Federal income tax revenue. Lowering individual
income tax rates while simultaneously limiting use of distortionary deductions
can therefore facilitate tax relief to middle-income households—with cor-
responding supply-side benefits—while at the same time partially offsetting

short- to medium-term negative revenue effects.

In addition, because the magnitude of the corporate tax changes in the Tax
Cuts and Jobs Act—particularly the international aspect of corporate taxa-
tion—marked a more substantial break from its antecedent, we focus in more
depth on this part of the reform. In particular, we survey a large body of
academic literature on the effects of taxing corporate income and demonstrate
that the empirical evidence indicates that not only is capital highly responsive
to changes in corporate taxation but also has become more so over time. The
result is that not only have firms located less production and investment in
the United States, and correspondingly more abroad, but also that the cost
of this lower output has been increasingly and disproportionately borne by
the less mobile factor of production—namely, labor. Using estimates from this
literature, we then calculate that two salient corporate tax reforms—reducing
the top marginal Federal corporate tax rate from 35 to 21 percent, and allowing
firms to fully expense investments in nonstructure capital—would raise output
by 2 to 4 percent over the long run, and furthermore boost average annual

household wages by about $4,000.
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The evidence presented in this chapter strongly suggests that the U.S. econ-
omy, and in particular U.S. workers, have been substantially harmed by the
convergence of two undisputed economic trends. The first is the high and
accelerating international mobility of capital, and the second is the increasingly
uncompetitive nature of U.S. corporate income taxation relative to the rest of
the world. The result has been throttled capital formation in the United States,
and consequently stagnant wage growth in the absence of capital deepening.
Under the Tax Cuts and Jobs Act, the shift away from worldwide taxation
toward a territorial system ends the penalty on companies headquartered in
the United States, because they will no longer pay additional taxes when they
bring overseas profits home. As a transition to the territorial system, income
that has already accrued offshore will be subject to a low, one-time tax, thereby

eliminating any tax incentive to keep funds offshore.

n December 2017, Congress passed and the President signed into law the
Tax Cuts and Jobs Act (TCJA)—the most significant combination of Federal
tax cuts and comprehensive tax reform the United States has experienced
in decades. The TCJA had four goals: tax relief for middle-income families,
simplification for individuals, economic growth through business tax relief,
and repatriation of overseas earnings. On the individual side, several reforms
were implemented in order to achieve these aims. The standard deduction
was approximately doubled, with the result of lowering taxes for millions of
families and simplifying tax filing because fewer households will itemize. In
addition, marginal tax rates were lowered (see table 1-1) and the Child Tax
Credit raised and expanded to apply to more families, among other changes.
Moreover, a number of popular deductions, such as the mortgage interest and
charitable contributions deductions were maintained, while certain deduc-
tions that primarily benefited higher income households were eliminated or
capped. Meanwhile, a 20 percent deduction was introduced for pass-through
business income, while on the corporate side, firms will now be able to fully
deductinvestments in equipment and intangible assets, and will benefit from a
reduction in the top marginal Federal corporate tax rate from 35 to 21 percent.
The corporate tax cuts were implemented in tandem with a shift toward a ter-
ritorial system of taxation.
In this chapter, we report evidence that the extensive use of item-
ized deductions in the U.S. income tax code can distort incentives, impact
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Table 1-1. Tax Brackets for Ordinary Income Under Previous Law and the
Tax Cuts and Jobs Act (2018 Tax Year)

Single filer Married filing jointly

Previous law TCJA Previous law TCJA
10%  $0-$9,525  10%  $0-$9,525 10%  $0-$19,050 10%  $0-$19,050
15% $9,525- 12% $9,525- 15% $19,050- 12% $19,050-
$38,700 $38,700 $77,400 $77,400
25% $38,700- 22% $38,700- 25% $77,400- 22% $77,400-
$93,700 $82,500 $156,150 $165,000
28%  $93,700- 24%  $82,500- 28%  $156,150-  24%  $165,000-
$195,450 $157,500 $237,950 $315,000
33%  $195450- 32%  $157,500-  33%  $237,950-  32%  $315,000-
$424,950 $200,000 $424,950 $400,000
35%  $424,950-  35%  $200,000-  35%  $424,950-  35%  $400,000-
$426,700 $500,000 $480,050 $600,000

39.6% $426,700+ 37% $500,000+ 39.6%  $480,050+ 37% $600,000+
Source: Tax Cuts and Jobs Act.

the distribution of the tax burden, and reduce Federal income tax revenue.
Lowering individual income tax rates while simultaneously limiting use of
distortionary deductions can therefore facilitate tax relief to middle-income
households—with corresponding supply-side benefits—while at the same time
partially offsetting short- to medium-term negative revenue effects.

In addition, because the magnitude of the changes on the corporate
side—particularly the international aspect of corporate taxation—marked a
more substantial break from its antecedent, we focus in more depth on this
part of the reform. In particular, we survey a large body of academic literature
on the effects of taxing corporate income and demonstrate that the empirical
evidence indicates that not only is capital highly responsive to changes in cor-
porate taxation but also has become more so over time. The result is that not
only have firms located less production and investment in the United States,
and correspondingly more abroad, but also that the cost of this lower output
has been increasingly and disproportionately borne by the less mobile factor
of production—namely, labor. Using estimates from this literature, we then
calculate that two salient corporate tax reforms—reducing the top marginal
Federal corporate tax rate from 35 to 21 percent, and allowing firms to fully
expense investments in nonstructure capital—would raise output by 2 to 4
percent over the long run, and furthermore boost average annual household
wages by about $4,000.

The evidence presented in this chapter strongly suggests that the U.S.
economy, and in particular U.S. workers, have been substantially harmed by
the convergence of two undisputed economic trends. The first is the high and
acceleratinginternational mobility of capital, and the second is the increasingly
uncompetitive nature of U.S. corporate income taxation relative to the rest of
the world. The result has been throttled capital formation in the United States,
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and consequently stagnant wage growth in the absence of capital deepening.
Under the TCJA, the shift away from worldwide taxation toward a territorial
system ends the penalty on companies headquartered in the United States
because they will no longer pay additional taxes when they bring overseas
profits home. As a transition to the territorial system, income that has already
accrued offshore will be subject to a low, one-time tax, thereby eliminating any
tax incentive to keep funds offshore.

We begin this chapter with a brief overview of U.S. taxation in histori-
cal and international perspective, focusing on the declining competitiveness
of U.S. taxation of corporate income relative to other advanced economies.
We turn next to the costs of taxation and a short review of the theory of tax
incidence with two examples that are relevant to the TCJA—the incidence
of corporate taxation and the mortgage interest tax deduction. Finally, we
provide an in-depth review of the growth literature in the context of corporate
taxation, focusing on the effects of the user cost of capital on optimal capital
accumulation and long-run growth.

U.S. Taxation in Historical and
International Perspective

Since before Independence, public taxation has been a contentious issue in
the politics of what is now the United States. In the wake of the Seven Years’
War, repeated attempts by successive British governments to raise revenue
from the North American colonies to cover the costs of colonial defense—the
Sugar Act, Stamp Act, and Townshend Acts—were met with increasing hostility
from colonial taxpayers, culminating with the Boston Tea Party after passage
of the so-called Tea Act in 1773. Within a decade of the Constitution’s com-
mencement, efforts by the Federal government to assess taxes on whiskey
and property resulted in armed insurrections in the Whiskey Rebellion and
Fries’s Rebellion, the former of which required President Washington to lead a
13,000-strong army to confront the insurrectionists.

Perhaps not surprisingly, then, for the Republic’s first 150 years, taxation
at the Federal level remained a relatively small fraction of the nation’s total
economic output, as shown in figure 1-1. Before World War 11, total Federal gov-
ernment revenue never exceeded 10 percent of gross domestic product (GDP)
and—with brief exceptions during wartime and the Great Depression—never
exceeded 5 percent of GDP. World War Il thus marked a sharp discontinuity in
Federal taxation—by the end of the war, Federal tax revenues had grown from
6.7 to 19.9 percent of GDP, and thereafter never fell below 14 percent.

Moreover, the world wars also marked sharp discontinuities in the com-
position of Federal tax revenues. Before World War |, the Federal government
relied almost exclusively on excise taxes for revenue, and the single largest
source of revenue was tariffs on imported goods. While the Administration of
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Figure 1-1. Federal Tax Revenue as a Percentage of GDP, 1792-2017
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Sources: Office of Management and Budget Historical Table 2.3 (2017); U.S. Census Historical
Statistics of the United States (1975).

President Lincoln implemented a tax of 3 percent on income over $800 in 1861
dollars (amended in 1862 to 3 percent on income between $600 and $10,000
and 5 percent on incomes exceeding $10,000), the tax was poorly enforced,
generated little revenue, and was ultimately repealed by the Revenue Act of
1870. A subsequent Federal income tax levied in 1894 was ruled unconstitu-
tional by the U.S. Supreme Court a year later, in Pollock v. Farmers’ Loan & Trust
Co.

It was only after intense lobbying, particularly by the prohibitionist
movement, that the Sixteenth Amendment to the U.S. Constitution was ratified
in 1913, thereby granting the Federal government the authority to levy direct
taxes on income. The prohibitionists’ aim was to provide the Federal govern-
ment an alternative source of funding, given that excise taxes on alcohol com-
prised 40 percent of revenue (Okrent 2010). Thereafter, the individual income
tax grew steadily as a share of Federal government revenue, reaching a peak of
50 percentin 2001.

Taxation of corporate income, meanwhile, began in 1909, when Congress
enacted anincome-based tax on corporations. After ratification of the Sixteenth
Amendment, this constituted the corporate portion of the Federal income tax.
Though the statutory rate was initially a low 1 percent of corporate income,
it was repeatedly raised throughout the Great Depression and after, eventu-
ally reaching a peak of 52.8 percent in 1968, with intermediate rates as high
as 53 percent during World War Il (IRS 2010). Thereafter, rates were gradually
reduced and thresholds raised, settling at a top statutory rate of 35 percent in
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1993. In the entire postwar period, the corporate tax contribution to Federal
revenue peaked in 1952, at 32.1 percent, before steadily declining to just over
9 percentin 2016 (OMB 2017).

While the U.S. held steady at a top Federal statutory tax rate of 35 percent
through 2017, the same was not true for other developed economies belonging
to the Organization for Economic Cooperation and Development (OECD) that
have experienced a steady downward trend in rates. Figure 1-2 shows the top
U.S. statutory corporate tax rate versus the OECD average (combined national
and subnational), excluding the U.S., since 2000. Though the latter declined
from 32.3 percent in 2000 to 23.8 in 2017, the combined U.S. rate only declined
from 39.3 to 38.9 percent, driven by reductions at the State level. During this
time, the U.S. went from being the developed economy with the seventh-
highest corporate tax rate to that with the highest.

Relative to the rest of the world, the United States had the fourth-highest
combined statutory corporate income tax rate, after the United Arab Emirates,
Comoros, and the U.S. territory of Puerto Rico. It was one of only 13 national
jurisdictions levying corporate tax rates of 35 percent or more. Fourteen
jurisdictions levy no tax on corporate income at all. The global distribution of
corporate tax rates, moreover, has been consistently shifting toward a lower
average rate since 1980. Unsurprisingly, then, Spengel and others (2017) calcu-
late that a reduction in the effective average U.S. corporate tax rate from 36.5
to 22.7 percent (Federal plus State, assuming a 20 percent corporate income
tax rate—the rate that was initially under consideration until it was amended
to 21 percent)—compared with a European Union average of 20.9 percent—
would substantially improve U.S. competitiveness, contributing to sharp shifts
in foreign direct investment toward capital projects in the U.S. The effective
average tax rate, a measure of the after-tax profit of an investment project
over its lifetime, is a crucial determinant of investment location. Reflecting
the declining competitiveness of U.S. statutory corporate tax rates, figure 1-3
reveals that before the TCJA’s enactment, the effective average tax rate of the
rest of the developed world was declining substantially relative to that of the
United States.

Costs of Taxation in the United States

If there is one principle on which economists agree—and, indeed, that in large
measure defines the profession—it is that people and firms respond to incen-
tives. We may dispute the magnitudes of these responses, and sometimes even
their direction, particularly in the aggregate, but their existence is universally
acknowledged by economists of all stripes. The study of the economic effects
of taxation is, fundamentally, the study of responses to such incentives and
how these responses may offset—partly or, occasionally, totally—the benefits
of taxation.
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Figure 1-2. Top Statutory Corporate Tax Rates in OECD Countries,
2000-2017
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Figure 1-3. Effective Average Corporate Tax Rates of OECD Countries,
1999-2017
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The concept that taxation has benefits is not particularly controversial.
It allows for the provision of public goods and services—such as security,
justice, and official statistics—as well as of goods and services—such as health
and education—that may generate positive externalities and thus be prone
to underproduction by markets alone. At the same time, taxation may also
counteract the overproduction of goods and services that generates negative
externalities, such as pollution and poor health. It is especially important that
taxation further allows for the redistribution of resources in order to mitigate
instances of absolute inequality.

The benefits of taxation, however, are not without costs. These include
not only the direct costs of collecting taxes but also the opportunity costs
of tax compliance, along with the costs of reduced economic activity, owing
to the fact that taxation introduces a discrepancy—a “wedge”—between the
prices producers receive and the prices consumers pay for goods and services.
In markets where producers and/or consumers are highly responsive to small
changes in prices, the magnitude of this effect on economic activity can be sub-
stantial. Taxation may also generate additional adverse distortionary effects
by incentivizing the diversion of resources to less efficient economic activities.

The principle that efficient taxation minimizes the inducement to change
behavior is not new. In 1776, in the Wealth of Nations, Adam Smith articulated
four maxims regarding the administration of public taxation. In addition to the
maxims of equity, certainty, and convenience, his fourth maxim was that of
economy. “Every tax,” Smith writes, “ought to be so contrived as both to take
out and to keep out of the pockets of the people as little as possible over and
above what it brings into the public treasury of the state.” “A tax,” he elabo-
rates, “may either take out or keep out of the pockets of the people a great deal
more than it brings into the public treasury.” That is, not only may the cost of
administering and levying the tax, along with the economic costs associated
with the “vexation” of tax compliance, consume a substantial share of the
revenue thus collected, but also the behavioral responses to tax incentives may
impose additional costs, as economic activity that would otherwise occur is
curtailed or moved underground or abroad for purposes of evasion.

To understand the scope of the issue, it is useful to think about the costs
of taxation in terms of direct and indirect costs. The direct costs constitute the
dollar amounts of taxes paid. The indirect costs, however, are twofold. First,
the excess burden of taxation refers to the reality that it typically costs the
economy more than $1 in the aggregate to raise $1 in tax revenue. Second,
compliance costs measure the amount of hours spent on filing tax returns and
provide an estimate of lost productivity. Inefficiently high costs of taxation can
have the adverse effects of translating into lower productivity and economic
growth. As noted above, before enactment of the TCJA, the U.S. tax code was
burdened with the highest corporate tax rate among advanced economies and
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an international tax system that encouraged capital outflows and the offshor-
ing of profits.

The Excess Burden of Taxation

Tax rates affect incentives to work, save, and invest, and they can divert inputs
from more to less productive activities. These distortions in economic decision-
making and the resulting inefficient allocation of resources lead to a reduction
in societal welfare beyond the amount of taxes collected. The more responsive
taxpayers are to higher taxes, the more they change their behavior, thereby
increasing the excess burden (or deadweight loss).

For instance, increases in marginal individual income tax rates induce
changes in labor supply through both income and substitution effects. The
income effect implies that hours worked would increase as tax rates increase as
workers seek to maintain the same level ofincome. Conversely, the substitution
effect implies that workers choose to work fewer hours as tax rates increase,
substituting other activities for labor as labor has become more expensive (and
leisure cheaper). Workers may also respond to changes in marginal income tax
rates along the extensive margin; some may simply choose to exit the labor
force altogether rather than adjust work hours. The labor economics literature
finds that the labor supply behavior of male workers is typically less responsive
to tax changes than that of females, especially if the former are married and
primary earners (Pencavel 1986; Keane 2011). Elasticities of labor supply along
the extensive margin are also typically larger than those at the intensive margin
(Heckman 1993; Blundell and McCurdy 1999). Although females are more likely
to respond at the extensive margin, they have also become less responsive to
tax changes in recent decades. This is due to such factors as greater labor force
participation rates and increased career orientation among married women
(Blau and Kahn 2007; McClelland, Mok, and Pierce 2014).

In addition to whether and how many hours to work, changes in marginal
tax rates can also affect the timing of retirement and the intensity and quality
of labor effort. Retirement could come earlier than otherwise planned, and
investments in human capital could decrease with higher tax rates. The decline
in the labor force participation of older workers could have adverse effects due
to an earlier loss of expertise and, along with diminished human capital invest-
ments, could contribute to lower aggregate productivity (Keane and Rogerson
2012, 2015). In addition to labor supply effects, individuals also increasingly
seek to avoid taxes as taxes increase. Saez, Slemrod, and Giertz (2012), for
example, find that tax avoidance increases with higher tax rates. Thus, by
lowering marginal tax rates, enactment of the TCJA effectively reduces the
incentive to avoid taxes by lowering the reward to doing so.

The U.S. tax code similarly affects corporate incentives. The deductibility
of interest payments on debt, for instance—reduced by the TCJA—incentivizes
debt over equity financing. Corporate income tax rates also affect choice of
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investment location. As noted above, the top marginal statutory corporate tax
rate in the U.S. before the TCJA was the highest among advanced economies,
and much higher than the OECD average. However, the U.S. collected less in
corporate taxes, relative to GDP, than the OECD average, due largely to high
capital mobility and corporate profit shifting, the latter in response to tax rate
differentials. In 2016, the average top statutory corporate tax rate (combined
subnational and national) in OECD countries excluding the U.S. was 24.2 per-
cent, and corporate tax revenue totaled 3.0 percent of GDP. In comparison, the
combined (State and Federal) top statutory corporate tax rate in the U.S. was
38.9 percent, while corporate tax revenue was only 2.2 percent of GDP. Figure
1-4 plots top statutory corporate tax rates and corporate tax revenue (as a per-
centage of GDP) in all OECD countries since 2000. This figure shows that higher
rates do not necessarily lead to higher revenue collected as a fraction of GDP.

In addition, before the passage of the TCJA, and unlike any other devel-
oped country, the United States operated a system of worldwide taxation that
taxed U.S. corporations on their net income from any source, once repatriated.
This system encouraged deferral of overseas profit reporting by U.S. multina-
tionals, as firms were incentivized to hold large volumes of cash at their foreign
subsidiaries in lower-tax jurisdictions. Other OECD countries instead follow
either a territorial tax system, whereby corporations are taxed only on income
generated domestically, or a hybrid tax system, whereby foreign income is
taxed only if the foreign country’s tax system is significantly different from that
at home. Due to the worldwide tax system, deferral, and high domestic corpo-
rate tax rates, U.S. companies were highly incentivized to shift their reported
income abroad, leading to lower domestic investment, to less physical and
intellectual capital formation within the United States, and to lost productivity
due to the offshoring of operations.

The Compliance Costs of Taxation

The compliance costs of the U.S. tax system are substantial. During the past
century, the length and complexity of the Internal Revenue Code have grown
considerably. While the tax code contained about 400,000 words in 1955, it
reached roughly 2.4 million words by 2016 (Tax Foundation 2016). In addition
to the tax code, an additional 7.7 million words of tax regulations are provided
by the Internal Revenue Service just to explain the tax statutes. Benzarti (2017)
estimates that the total cost of filing all schedules of the Federal income tax
increased from $150 billion in 1984 to $200 billion in 2006 (1.4 percent of 2006
GDP).

In 2016, the Office of Information and Regulatory Affairs estimated that it
took Americans almost 9 billion hours to file their tax returns (Tax Foundation
2016). The majority of these hours were spent complying with business returns
(2.8 million hours) and individual returns (2.6 million hours). The hours spent
on compliance could have instead been spent on other productive activities.
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Figure 1-4. Corporate Tax Rates and Corporate Tax Revenue,
2000-2016
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Rather than hiring tax professionals to file highly complex returns, businesses
could instead have invested in new plant and equipment. This opportunity cost
of compliance can reduce productivity in the long run. Based on the Bureau
of Labor Statistics’ hourly compensation estimates of $52.05 for professional
workers and $37.28 for all private sector workers in 2015, the hours spent on
complying with the tax code cost the U.S. economy an amount exceeding $400
billion, or 2.4 percent of 2016 GDP (Tax Foundation 2016).

Slemrod (2006) discusses the nature of compliance costs for corpora-
tions. Though compliance costs are higher for larger firms, the costs are regres-
sive, in the sense that they constitute a relatively lower percentage of operating
costs for larger firms. In other words, the burden of complexity falls dispropor-
tionately on smaller firms. Costs include audits, planning, research, appeals,
litigation, and filing returns. Such costs also vary widely across industries, with
the highest costs incurred by firms in the communication, technology, and
media sectors, and the lowest costs by firms in the retail, food, and healthcare
industries. Multinational companies face higher compliance costs, especially
those with operations in multiple foreign countries. In addition, because larger
corporations often have the resources to navigate tax complexity to achieve
a lower effective rate, the recently enacted tax reform has the added benefit
of leveling the playing field between large multinational firms and smaller
domestic firms.
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Unfortunately, while tax complexity is costly, it is sometimes a necessary
consequence of the need to balance multiple objectives of tax policy, particu-
larly efficiency and progressivity (economy and equity, according to Smith’s
maxims), that are not always in harmony. For example, the introduction of
targeted tax deductions and credits for reasons of economic efficiency may
also require the implementation of phase-outs at higher income levels so that
low- and middle-income households benefit relatively as well as absolutely.
While such provisions may add to complexity, they are nonetheless necessary
for the maintenance of a progressive tax code.

Tax Incidence

It is well known in economic theory that the individual (or corporation) who
makes a tax payment to the government is not necessarily the one who bears
the burden of this payment; this burden is the incidence of the tax. Legally, the
incidence of a tax is determined by who actually pays the tax to the govern-
ment. For example, the statutory incidence of sales taxes is typically on the
seller of the goods sold. This incidence, however, does not take into account
the fact that markets adjust in response to the imposition of the tax—and
it is this market reaction that determines who actually bears the burden or
economic incidence of a particular tax. We illustrate this concept using a simple
graph of demand and supply (figure 1-5). Absent any intervention in the mar-
ket, g" units would be sold at a price of p"per unit. We illustrate the imposition
of a per-unit tax by shifting the supply curve in by $t units.

An alternative to a per-unit tax is an ad valorem tax, such as a sales tax.
Rather than shift the supply curve in by St units, the supply curve would instead
rotate by t percent. In addition, for simplicity, we focus on shifting the supply
curve. The demand curve could, alternatively, shift in by the same number of
units. Economic theory shows that it does not matter who bears the statutory
incidence of the tax, as the economic incidence is the same in either case.

As figure 1-6 shows, even though the supplier is responsible for remitting
the money to the government, the increase in price to the consumer means
that the consumer is responsible for at least part of the tax. Crucially, the
amount born by the consumer depends upon the relative elasticities of supply
and demand. After the tax is implemented, consumers pay p, = p +t (> p’) per
unit, producers keep p_=p (< p’), and the government collects $t per unit sold.
Consider figures 1-6 and 1-7, which are variants of figure 1-5.

In figure 1-6, suppliers exhibit perfectly inelastic supply. That is, for a
given change in price, suppliers continue to supply the exact same quantity
of the good. In this case, the entire tax will be pushed onto them in the form
of lower prices (p_ = p - t < p’). This result is very intuitive; if suppliers are
completely unresponsive to price then it makes sense to push the tax onto
them. The after-tax price for consumers will stay the same as the pretax price.
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Figure 1-5. The Incidence of a Tax on Sellers
Price
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A typical example of perfectly inelastic supply is land. The United States, for
example, has a fixed amount of land. Likewise, geography can sometimes
limit usable land, rendering its supply more inelastic. Local ordinances and
regulations can also impact the supply of land available for building, making
the supply of housing inelastic—an example we will turn to below. Under this
scenario, suppliers will bear the burden of the tax. The after-tax price will not
change from the pretax price for consumers. Because suppliers must remit the
tax, they collect $p from the consumer, send $t to the government and are left
with $(p - t). In figure 1-7, however, sellers exhibit perfectly elastic supply. That
is, if the price falls below p’, the supply falls to zero. Thus, in this case, the entire
tax will be paid by consumers (the price they pay increases to p’ + t), and sellers
continue to receive p’.

One final detailin these figures is important in our subsequent discussion
on taxincidence in the TCJA. Until now, we have considered the impact of a tax
on prices. Now we consider the impact of a tax on the quantity of the good sold.
Returning to figure 1-5, before the imposition of the tax, g* units of the good
were sold at a price of p. After the tax, only g, units are sold. The triangular
area between the demand and supply curves between g, _and g’ is known as
deadweight loss or the excess burden, as discussed above. Because the com-
petitive equilibrium at p* and g* maximizes social efficiency, any movement
away from that caused by per unit or ad valorem taxation is an efficiency loss to
society. This is the price that we pay for a redistributive tax system. Deadweight
loss is higher when demand and/or supply are very elastic—that is, the imposi-
tion of a tax generates large behavioral responses. On the opposite side, when
either demand or supply are perfectly inelastic—that is, when the imposition
of the tax does not generate any movement away from the efficient quantity,
deadweight loss is equal to zero. It is true that suppliers may bear the entire
burden of the tax (in the case of perfectly inelastic supply) but, given that they
still provide g*, there is no loss to society overall—simply a transfer of income
from suppliers to the government.

The incidence of a tax has important implications for the distributional
aspects of tax reform. Much of the argument on whether particular tax reforms
help or hurt certain groups depends upon how elastic we believe demand or
supply to be. Here, we highlight two important elements of the TCJA whereby
tax incidence has played a key role in our understanding of how taxes ulti-
mately affect households. We first consider the corporate tax. Though cor-
porations pay the tax, they do not ultimately bear its burden. A main tenet of
public economics is that people—whether they are shareholders, the owners
of capital, or workers—bear the burden of a corporate tax. Therefore, which
people in particular pay the tax is an empirical question. A second example is
the incidence of the mortgage interest deduction (MID), which is a subsidy for
home ownership given to households that itemize their taxes. Though the MID
is not eliminated in the new tax law, fewer households will claim the deduction
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Figure 1-7. Tax Incidence with Perfectly Elastic Supply
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because they will be better off claiming the higher standard deduction. This
has the potential to have an impact on home prices, though evidence indicates
that the impact will be quite modest.

The Incidence of the Corporate Income Tax

In analyzing where the burden of the corporate tax falls on capital relative to
labor, it is important to distinguish between short-run and long-run burdens.
In the short run, increases in the corporate tax are borne by current owners of
corporate capital, through a drop in asset values, and by investors, through
lower after-tax rates of return. In the long run, labor bears more of the burden
of the corporate tax. This is because an increase in the effective tax rate on
capital income from new saving and investment leads to a reduction in capital
accumulation. The resulting decline in the capital-to-labor ratio decreases
labor productivity and leads to a fall in wages.

Exactly how much of the burden labor bears is a subject of much aca-
demic research. Piketty and Saez (2007) assume that the burden of the cor-
porate income tax falls on owners of capital income. Several think tanks and
public research services—including the Tax Policy Center and Congressional
Budget Office—assume in their current tax models that most of the corporate
tax burden (about 80 percent) is borne by capital, and the rest by labor. The
empirical literature places the corporate tax burden borne by workers at
between 21 and 75 percent, with higher figures generally representing more
recent studies that assume freer movement of capital across borders. These
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incidence estimates can be interpreted as the share of the total burden of
taxation borne by workers, where the total burden is the surplus eliminated
from the private market by corporate taxation. The burden includes not only
the government revenue raised but also the deadweight loss from imposition
of the tax. With no deadweight loss, applying these incidence estimates to the
static change in government revenue from corporate rate reductions would
provide the lower bound on the additional surplus (or dollars) accruing to
workers under the rate changes. The existence of a positive deadweight loss
implies that the total burden would be more than 100 percent.

In a paper for the Federal Reserve Bank of Kansas City, Felix (2009) esti-
mates an elasticity of workers’ wages with respect to corporate income tax
rates based on the variation in the marginal tax rate across the 50 U.S. States.
In these estimates, a 1-percentage-point increase in the top marginal State cor-
porate rate reduces gross wages by 0.14 to 0.36 percent over the entire period
(1977-2005), but the dampening effects of corporate tax rates on wages are
growing over time. For the most recent period in Felix’s data (2002-5), a 1-per-
centage-point State corporate tax increase reduces wages by 0.45 percent.
These estimates imply an elasticity of roughly -0.1 to -0.2 for the U.S. statutory
corporate tax rate. Carroll (2009) corroborates Felix’s results. Again, using data
on changes in the corporate tax rate across States, Carroll (2009) estimates
coefficients that are consistent with an elasticity of -0.1 to -0.2 for workers’
wages with respect to the U.S. statutory corporate tax rate. Fuest, Peichl, and
Siegloch (2018), studying nearly 6,800 tax changes in German municipalities
between 1993 and 2012, identify the wage effects of municipal corporate rate
changes. Their point estimates imply a wage elasticity of -0.14 with respect to
the local business tax. An additional contribution of the study by Fuest, Peichl,
and Siegloch (2018) is their analysis of the distributional consequences of the
corporate taxation burden, which shows that low- and medium-skilled work-
ers are differentially disadvantaged by higher tax rates. They find that these
consequences, which are large enough to significantly affect tax progressivity,
would decrease the U.S. tax system’s overall progressivity by an estimated 25
to 40 percent.

Other country-based studies, like those assessing the effects of corporate
income tax rate changes in Canada, may be more applicable to the United
States. Still, labor union membership is higher in Canada, suggesting that there
may be some limits to applying these estimates to the U.S. Using corporate
rate changes across and within Canadian provinces between 1998 and 2013,
Ebrahimi and Vaillancourt (2016) estimate the effects on workers’ wages,
analogous to the analyses by Felix (2009) and Carroll (2009) for U.S. States.
The study finds that a 1 percent increase in the statutory corporate tax rate is
associated with a reduction in workers’ hourly wages of 0.15 to 0.24 percent.
These results—which control for observable worker characteristics, including
labor union membership—hold for both public and private workers. In new
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research, McKenzie and Ferede (2017) also use changes in corporate tax rates
within Canada to develop an estimate of the impact on workers’ wages. The
baseline elasticity estimate is -0.11, with alternative estimates giving absolute
values as large as -0.15.

Looking at other countries with similar market-based economies,
Dwenger, Rattenhuber, and Steiner (2013) estimate the effects on work-
ers’ wages of corporate tax rate changes in Germany. Their results imply a
semielasticity of wages of about -1.24 with respect to the average tax rate,
without accounting for employment effects, and of -2.36 when employment
effects are included.

A cross-country study by Hassett and Mathur (2015), based on 65 coun-
tries and 25 years of data, finds that the elasticity of workers’ wages in manu-
facturing after 5 years with respect to the highest marginal tax rate in a country
is -0.5 in the baseline case, which includes the addition of spatial tax variables.
An expanded analysis by Felix (2007) follows the strategy used by Hassett and
Mathur (2006), but incorporates additional control variables, including work-
ers’ education levels and countries’ degree of economic openness. Felix’s esti-
mates imply a semielasticity of between -0.7 and -1.23. When she replicates
Hassett and Mathur’s specification, the semielasticity is -0.43.

A set of recent papers also seeks to measure the rent-sharing, or “bar-
gaining,” channel directly, including papers by Liu and Altshuler (2013) and
by Arulampalam, Devereux, and Maffini (2012). Liu and Altshuler measure an
elasticity of between -0.03 and -0.04 for U.S. workers’ wages with respect to
effective marginal tax rates, which represent these workers’ profit sharing with
respect to their employers’ tax liabilities. Research by Desai, Foley, and Hines
(2004) also relies on wage data for U.S. multinationals to assess the relative
share of the corporate tax burden borne by labor, measuring the labor share
at between 45 and 75 percent, near the higher end of theoretical predictions.
However, because these papers do not assess the economy-wide effects of
corporate tax reform, they are excluded from figure 1-9, which summarized the
studies discussed here.

Results from Azémar and Hubbard (2015) also utilize cross-country
changes in the corporate tax rates of OECD countries (generally high-income,
developed countries, like the U.S.) to measure the effects of corporate tax rate
changes on workers’ wages. The paper measures changes in workers’ wages
with and without controls for changes in value added (labor productivity). The
results imply a semielasticity of -0.43 (-0.17 for the U.S.) for workers’ wages
with respect to the corporate tax rate, of which about three-fourths is related to
the indirect channel and one-fourth to the direct channel. Azémar and Hubbard
note that the estimates without value added (those corresponding to the com-
bination of both direct and indirect channels) may be overestimates, given the
correlation between value added and corporate tax rates. We include them in
figure 1-8, but note this caution on interpretation.

Taxes and Growth | 47



Applying the results in each paper to the rate reduction in the TCJA,
figure 1-8 summarizes the estimated changes in U.S. household wages implied
by each paper. For results where semielasticities are reported, we multiply
the semielasticity by the change in the statutory rate, a 14-percentage-point
change (from 39.6 to 25.6 percent). This is the percentage change in wages
implied by the point estimates. These changes are then applied to the mean
value of household income reported by the U.S. Census in 2016, $83,143,
and multiplied by the share of average household income that is wage-and-
salary income (78 percent) (BLS 2016, 2017). For results where elasticities are
reported, we calculate the percent change in the tax rate in the U.S. as 0.14
divided by 0.396 (the U.S. statutory rate, including State taxes), or 35.4 percent.

What do these empirical results imply for the likely effects of corporate
tax reform in the United States? Within each of the four estimation strate-
gies shown in figure 1-8, there is a range of estimated worker wage effects.
Overall, the estimated impact of the 14-point reduction in the U.S. corporate
tax rate varies from $2,400 (based on the cross-Canadian province results from
McKenzie and Ferede 2017) to just over $12,000 based on the longer-run effects
of corporate tax rate changes observed in the Hassett and Mathur data. The
average result is $5,500. Removing the two lowest and two highest estimates
gives a range of $3,400 to $9,900.

Cross-country estimates made by Felix (2007) and by Hassett and Mathur
(2006, 2015) imply far larger effects on wages from corporate reforms, ranging
from $6,000 to $12,000 for Hassett and Mathur (2015), who take into account
the spatial correlation of corporate rate changes. Azémar and Hubbard’s (2015)
estimates are closer to $4,000, although they caution that this number may
be too high because the data suffer from omitted variable bias. For Hassett
and Mathur, the larger estimates may partially reflect the intentional measure
of longer-term wage outcomes; both Azémar and Hubbard (2015) and Felix
(2007) measure cross-country differences in the cross section. This larger range
of estimates is also consistent with estimates made by Dwenger, Kiibler, and
Weizsacker (2013) of the wage effects of German corporate tax reforms, but the
differing nature of wage bargaining across countries is an important limit on
transferring these results.

In all cases, the corporate tax rate changes used for identification are
smaller than the 14-percentage-point reduction proposed under the TCJA. If
the effects of corporate taxes on wages are not linear, then the outcome for
U.S. workers may be different from the estimates given in figure 1-8. One final
consideration relates to changes in employment, which these wage estimates
do not incorporate. If the effect of corporate tax reform is to raise U.S. work-
ers’ wages primarily through wage bargaining rather than through enhanced
productivity, employers could reduce their demand for labor as a result. This
seems far less likely to be the case in the U.S. than in countries with centralized
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Figure 1-8. Average Income Increases for U.S. Households from a
Corporate Rate Reduction, Using Literature Wage Elasticties
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wage setting and stronger labor bargaining power. For a discussion of the
German case, see Dwenger, Kiibler, and Weizsécker (2013).

As a whole, these estimates suggest that a U.S. Federal corporate rate
reduction from 35 to 21 percent is likely to result in wage increases for U.S.
households of $4,000 or more. Though this is a long-run outcome, box 1-1
discusses how corporate investment and bonus announcements immediately
following passage of the TCJA are consistent with estimated effects.

The Incidence of the Mortgage Interest and State and Local
Tax Deductions

The U.S. Treasury estimates that in fiscal year 2017, the American taxpayers
who used the mortgage interest deduction reduced their Federal tax liabilities
by $65.6 billion (U.S. Department of the Treasury 2017). The TCJA does not
eliminate the MID. However, the law nearly doubles the standard deduction,
making it likely that more households will achieve greater tax savings by
claiming the standard deduction instead of itemizing. In addition, for new
mortgages, the law reduces the amount of mortgage indebtedness for which
interest can be deducted from $1 million to $750,000, so that less interest can
be deducted on more expensive homes.

To determine the impact of these changes, it is useful to consider the
theoretical exercise of eliminating the MID, which would provide an upper
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Box 1-1. Update: Post-TCJA Corporate Announcements

In the weeks immediately following passage of the TCJA, more than 300
companies announced wage and salary increases, as well as bonuses and/
or 401(k) match increases affecting 4.2 million workers, citing the TCJA. As
of February 5, 2018, the Council of Economic Advisers tallied a total of over
$2.4 billion in new bonuses that have been publicly announced and explicitly
attributed to the TCJA, as well as 46 employers announcing starting wage
increases. In addition, by that date, the CEA counted $190 billion in newly
announced corporate investment publicly attributed to the TCJA.

Two of the most prominent examples are Walmart Inc. and Apple Inc.
Walmart, the largest private employer in the United States, announced on
January 11, 2018, that it was raising its starting wage by 10 percent, from $10
to $11, expanding maternity and parental leave benefits, introducing new
financial assistance for employees looking to adopt, and providing a one-
time cash bonus for eligible employees of up to $1,000. Meanwhile Apple, as
of December 2017 the largest publicly listed company in the world by stock
market capitalization, on January 17, 2018, announced employee bonuses of
$2,500 worth of restricted stock units in response to the TCJA. The company
also announced that it would be incurring a $38 billion tax bill in order to
repatriate offshore cash in order to invest $30 billion in the U.S. In addition,
JPMorgan Chase, the largest bank in the U.S. by assets, announced a $20 bil-
lion investment program that will open 400 new branches and add 4,000 jobs.
The bank also announced that it would be raising hourly wages for 22,000
full- and part-time U.S. employees.

Though subject to change and evolving circumstances, the immediate
corporate response to the TCJA therefore offers provisional confirmation of
the theoretical and empirical evidence on profit sharing, the link between
corporate taxation and labor earnings, and the effect of corporate taxation on
investment in the context of internationally mobile capital. Moreover, though
the primary channel through which we expect corporate tax reductions to
affect wages is that of long-run capital deepening raising labor productivity,
it is also rational in a tightening labor market for forward-looking employers
to raise wages and offer bonuses in the short run in order to retain similarly
forward-looking workers.

bound on any potential effects from the TCJA. When considering the tax inci-
dence of the MID, it may be that buyers gain and current homeowners lose
(or are at least made no worse off). The opposite may also be true. The statu-
tory incidence falls upon the potential homebuyer because he or she can no
longer use mortgage interest to reduce his or her Federal income tax burden.
In other words, the subsidy for housing is removed, and a subsidy is just a
negative tax—the economic theory discussed above applies in the same way,
except that the government, rather than collecting taxes, provides a financial
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payment. Thus, both home buyers and sellers benefit to some extent from the
subsidy—the subsidy allows sellers to receive a higher price and allows buyers
to pay a lower price (assuming standard demand and supply curves, but, unlike
figure 1-6, the demand curve shifts out with a subsidy for buyers.) Removing the
subsidy (and moving back toward the competitive equilibrium) has the effect
of potentially modestly lowering the price that sellers receive and raising the
price that buyers pay. As always, the precise economic incidence is determined
by the relative price-elasticities of demand for and supply of the housing stock.
There is a body of academic literature that has studied the effect of
the MID on housing prices. Early studies found substantial effects on hous-
ing prices. For example, Poterba (1984) estimates that there would be a very
large housing price response to the MID’s elimination—a 26 percent decline.
However, this result was estimated more than 30 years ago, in an environment
of 10 percent inflation and may not be relevant in today’s economic setting.
Capozza, Green, and Hendershott (1996) estimate that eliminating the MID
(along with ending the deduction for property taxes) would decrease house
prices by an estimated 13 percent. Harris (2013) estimates that eliminating the
MID would reduce home prices by 12 to 19 percent, depending upon the model.
Other contributions to the academic literature that consider the MID
within the context of the larger economy find significantly lower price effects
from its elimination. These studies examine a more flexible model of the hous-
ing market that allows demand and supply to respond to reductions in the
demand for housing, or incorporate spillover effects in the rental housing mar-
ket. Most recently, Sommer and Sullivan (2017) find that eliminating the MID
would reduce home prices by 4.2 percent in the long run, although the effect
is only half this size in an environment with the low interest rates observed
today. In a similar model, Floetotto, Kirker, and Stroebel (2016) estimate that
eliminating the MID would decrease home prices by only 1 percent in the long
run. Given that the value of housing is equal to roughly 30 percent of total
household wealth, a 4 percent fall in housing prices translates into about a 1.2
percent decline in total household net wealth (Federal Reserve Board 2017).
Recent research (e.g., Hilber and Turner 2014) also indicates that the
impact of eliminating the MID would vary depending on the elasticity of supply
of housing in different areas. In markets where supply is constrained, eliminat-
ing the MID is more likely to reduce prices because supply does not adjust
downward in the long run and with little to no impact on homeownership
rates. Rappoport (2016) uses a structural model, which allows housing supply
elasticities to vary across areas, and he finds that eliminating the MID would
decrease house prices by 6.9 percent on average, but with considerable varia-
tion across markets, again, depending on the elasticity of supply.
In sum, the most recent academic literature suggests that the impact of
eliminating the MID on house prices is likely to be more modest than those in
the earlier literature, and its magnitude in different areas will depend on the
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Table 1-2. Percentage of SALT and MID Deductions by Income Bracket

Share of SALT Share of MID
Income bracket Share of filers deductions deductions
Under $1 1.43 0.00 0.00
$1t0 $9,999 14.46 0.61 1.19
$10,000 to $24,999 21.99 2.89 3.67
$25,000 to $49,000 23.43 12.52 12.43
$50,000 to $74,999 13.32 16.90 16.83
$75,000 to $99,000 8.63 16.45 16.38
$100,000 to $199,000 12.25 34.73 34.76
$200,000 to $499,999 3.62 12.76 12.15
$500,000 to $999,999 0.58 2.07 1.80
$1,000,000+ 0.29 1.07 0.78

Sources: Internal Revenue Service; CEA calculations.

extent to which housing supply can respond to reduced demand. Cities like
San Francisco, where the housing stock is relatively inelastic, may experience
greater price responses compared to cities with relatively few land-use restric-
tions, like Dallas.

As noted above, the TCJA does not eliminate the MID. As a result, any
potential impact on housing prices is expected to be more muted than that
suggested by this review of the literature. The proportion of households item-
izing is estimated to decrease from 29.2 percent to 13.4 percent—that is, 23.1
million more filers taking the standard deduction as a result of the TCJA. Many
of these households would have claimed the MID in the past, but after the
enactment of the TCJA no longer find it beneficial to do so. In the same vein,
other households with particularly large mortgage interest obligations may
still find it in their interest to claim the MID. As such, the studies that consider
the full elimination of the MID can be considered as upper bounds on the antici-
pated impact of the TCJA and, in all likelihood, ultimately will be far smaller.
Nonetheless, the TCJA is likely to offset any potential harm by nearly doubling
the standard deduction, lowering statutory tax rates and substantially increas-
ing the Child Tax Credit.

Similarly, the extant academic literature suggests that capping the
Federal income tax deductibility of State and local taxes at $10,000 would have
only modest, though potentially progressive, economic impacts. Feldstein
and Metcalf (1987) find strong evidence that deductibility affects how State
and local governments finance spending, and limited evidence that it affects
overall levels of State and local government spending. Specifically, they find
that States where Federal deductibility implies a relatively low cost of financ-
ing via deductible personal taxes (e.g., income, sales, and property taxes), rely
more heavily on those taxes versus business taxes and other revenue sources.
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Figure 1-9. Distribution of Mortgage Interest Deduction, by Adjusted
Gross Income
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Inman (1989) and Metcalf (2011) observe similar outcomes. Inman finds
that though eliminating State and local income tax (SALT) deductibility would
increase the progressivity of the Federal income tax code, it could also result in
higher local property taxation and lower fees in larger U.S. cities. Elimination
would only reduce total local government spending in large cities if property
taxes are constrained, in which case local government revenues and spending
would be expected to decline by roughly 3 to 7 percent. Inman further finds
that the Federal government would unambiguously collect more tax revenue
from taxpayers in large cities. Metcalf, meanwhile, shows that deductibility
leads to greater reliance on income and property taxes at the State and local
levels, while having no observable impact on nondeductible taxes and fees.
Though the deduction is significantly regressive at the Federal level, he finds
some evidence that the SALT deduction may support progressive taxes at the
subnational level.

The aim of the individual elements of the TCJA is, therefore, to simplify
the income tax code and attenuate the distortionary effects of itemized deduc-
tions such as the SALT and MID by lowering marginal income tax rates while
simultaneously limiting the applicability of such deductions. Table 1-2 shows
that households that have adjusted gross income of at least $100,000 consti-
tute less than 17 percent of the population but claim about half of SALT and
MID deductions. Thus, it is possible to partially offset the Federal revenue loss
of marginal rate reductions, whilst still delivering tax relief targeting middle-
income households. Moreover, figures 1-9 and 1-10 show how MID and SALT
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Figure 1-10. Distribution of State and Local Tax Deduction, by Adjusted
Gross Income
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deductions are concentrated at the upper end of the income distribution—
higher income households disproportionately take advantage of such deduc-
tions. Accordingly, the nonpartisan Joint Committee on Taxation (2017a)—the
official scorer of legislative bills—finds that by 2025, before the scheduled
expiration of the individual elements of the TCJA, households earning between
$40,000 and $100,000 will enjoy a net reduction in their total Federal tax liabil-
ity of between 2 and 5 percent. Meanwhile, the share of Federal taxes paid by
households earning more than $1,000,000 is estimated to increase slightly,
from 19.1 to 19.5 percent. The persistence of this middle-class income tax relief
will then depend on whether Congressional representatives elect to extend the
reforms enacted under the TCJA or allow them to expire.

Evidence on Taxes and Growth

A fundamental challenge to estimating the effects of changes in income tax
rates on economic growth is that the timing of the tax changes are not ran-
dom. Historically, legislators have tended to lower tax rates during periods of
economic contraction and raise taxes during periods of expansion. This high
correlation of tax changes with economic conditions can negatively bias esti-
mates of the effect of tax rate reductions on investment and output. Estimated
effects of tax changes may also be biased by the correlation of those changes
with unobserved factors.

54 | Chapter1



Recent empirical studies have employed two techniques to address
these challenges. One is the approach called structural vector autoregression,
following Blanchard and Perotti (2002), in which the identification of causal
effects relies on institutional information about tax and transfer systems and
the timing of tax collections to construct automatic fiscal policy responses to
economic activity. In their original study, Blanchard and Perotti (2002) find an
initial tax multiplier of 0.7 on impact, with a peak impact of 1.33 after seven
quarters. In contrast, using sign restrictions to identify tax shocks, Mountford
and Uhlig (2009) find a peak-to-impact multiplier that is substantially larger.

A second technique, originating with Romer and Romer (2010), uses
narrative history from Presidential speeches and Congressional reports to
identify exogenous tax changes with political or philosophical, as opposed to
economic, motivations. These changes are unlikely to be correlated with other
factors affecting output. Tax changes unrelated to the business cycle can be
used as a quasi-natural experiment to estimate the effect on economic output;
this matters because if tax cuts are a response to deteriorating economic con-
ditions, the data will show a spurious negative correlation between taxes and
growth. Romer and Romer estimate that a 1-percentage-point increase in the
total tax share of GDP decreases GDP by 1 percent in the first year and up to 3
percent by the third year. They further find that a 1-percentage-point increase
in the total tax share of GDP decreases investment by 1.5 percent in the first
year and up to 11.2 percent by the third year.

Using Romer and Romer’s (2010) series as an external instrument for
changes in average individual marginal tax rates, Barro and Redlick (2011) simi-
larly find that a permanent 1-percentage-point reduction in the average mar-
ginal tax rate raises real GDP per capita by 0.5 percent in the subsequent year,
corresponding to a conventional tax multiplier of 1.1. Applying the narrative
approach to U.K. data, Cloyne (2013) finds that a 1-percentage-point reduction
in the total tax share of GDP increases GDP by 0.6 percent on impact and by 2.5
percent over three years, and raises investment by 1.2 percent immediately
and by 4.6 percent by the third year. Hayo and Uhl (2014), using German output
data, estimate a maximum response to a 1-percentage-point drop in total tax
liability (as a percentage of GDP) of 2.4 percent. Applying a similar approach to
fiscal consolidations (tax revenue increases) across the OECD countries, Leigh,
Pescatori, and Guajardo (2011) find that a tax-based fiscal consolidation of 1
percentage point of GDP reduces GDP by 1.29 percent.

Mertens and Ravn (2013) develop a hybrid approach that combines both
methods. Because narratively identified shocks may be prone to measurement
error, and identification in a structural vector autoregression framework can
require questionable parameter restrictions, Mertens and Ravn develop an
estimation strategy that utilizes Romer and Romer’s (2010) narrative tax shock
series as an external instrument to identify structural tax shocks, avoiding
the need to impose parameter restrictions. Utilizing this hybrid approach to

Taxes and Growth | 55



analyze U.S. data, they estimate that a 1-percentage-point cut in the average
corporate income tax rate raises real GDP per capita by 0.4 percent in the first
quarter and by 0.6 percent after a full year, with the effect persisting through
20 quarters. Mertens and Ravn additionally estimate that a 1-percentage-point
cut in the average corporate income tax rate generates an increase in nonresi-
dentialinvestment of 0.5 percent on impact, with a peak increase of 2.3 percent
after six quarters. Also employing a hybrid approach, Mertens and Montiel-Olea
(2017) find that in the first two years following a tax decrease of 1 percentage
point, real GDP is expected to be higher by about 1 percentage point.

On the individual side, meanwhile, Mertens and Ravn estimate that a
1-percentage-point cut in the average personal income tax rate raises real GDP
per capita by 1.4 percent on impact and by a peak of 1.8 percent after three
quarters. Though they find that a 1-percentage-point reduction in the aver-
age personal income tax rate has a negligible impact on inflation, short-term
nominal interest rates, and government debt, they do find significant positive
effects on employment, hours worked, consumption, and durable goods pur-
chases and nonresidential fixed investment. In particular, they observe that a
1-percentage-point decrease in the average personal income tax rate results in
a peak employment response of 0.8 percent after 5 quarters, and peak durable
goods and nonresidential investment effects of 5 and 4 percent, respectively,
beyond one year.

Though the estimated coefficients found in these studies are not directly
comparable, the signs, sizes, and statistical significance of the estimates—
combined with their replication across time and geography—provide strong
evidence of a positive effect of tax cuts on economic growth. Although some
of this literature relies on changes in overall tax liabilities, the most recent
research allows us to specifically simulate the impact of corporate tax changes.
Moreover, dynamic stochastic general equilibrium models of newer vintage—
for example, research by Lizarazo Ruiz, Peralta-Alva, and Puy (2017)—are now
generating growth effects from changes in income tax rates that are in the
range of the findings of Mertens and Ravn (2013) and Barro and Redlick (2011),
which suggests an increasing convergence of estimates derived under alterna-
tive modeling frameworks. This development is important, because some crit-
ics of the macroeconometric literature have asserted that the results are too
large to be theoretically plausible.

Moreover, recent academic research suggests that labor supply effects
among older workers may be contributing to observed growth effects of reduc-
tions in marginal individual income tax rates. Keane and Rogerson (2012, 2015)
observe that the effect of work experience and on-the-job training on the net
present value of lifetime earnings will vary with worker age. Because the net
present value of additional human capital acquisition on the job is quite large
for younger and relatively less experienced workers, labor supply responses
to marginal income tax rates are low among these workers. In contrast, labor
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supply responses to marginal income tax rates are much higher among older,
more experienced workers, which implies potentially significant effects on
productivity.

Effects on the Cost of Capital

A primary mechanism through which changes in corporate tax rates and
depreciation allowances affect business investment is their effect on the user
cost of a capital investment—which can be thought of as the rental price of
capital, and is the minimum return required to cover taxes, depreciation, and
the opportunity costs of investing in capital accumulation versus financial
alternatives. A decrease in the user cost increases the desired capital stock, and
thereby induces gross investment.

By increasing the after-tax return on capital assets, a decrease in the tax
rate on corporate profits decreases the before-tax rate of return required for
the marginal product of new physical assets to exceed the cost of producing
and using these assets, increasing firms’ desired capital stock. Conversely, by
decreasing the after-tax return on physical assets, a decrease in the net present
value of tax deductions for investment expenses increases the before-tax rate
of return required.

Several factors may tend to bias empirical estimates of the user-cost
elasticity of investment, and early studies (e.g., Eisner and Nadiri 1968) tended
to find estimates that were considerably smaller than the benchmark unit
elasticity of demand for capital of Jorgenson (1963) and Hall and Jorgenson
(1967). First, a reliance on aggregate data potentially biases elasticity esti-
mates downward, due to simultaneity between the user cost of capital and
investment shocks. Second, aggregate data suffer from limited variation and
unobserved firm heterogeneity, as demonstrated by Goolsbee (1998, 2004).
Second, as Goolsbee (2000) and Cummins, Hassett, and Oliner (2006) dem-
onstrate, Tobin’s g-based empirical evaluations of neoclassical models will
tend to suffer attenuation bias when the fundamentals that drive investment
are mismeasured. Third, as noted above, estimates of the effects of changes
in corporate taxes on economic output can be biased by the timing of tax
reform. Historically, legislators have tended to lower corporate tax rates and
raise investment tax incentives during periods of economic contraction, and to
raise corporate taxes (and withdraw investment credits and other incentives)
during periods of economic expansion. Insofar as investment is correlated with
general economic conditions—for instance, in standard accelerator models, in
which the change in the growth of output drives investment—estimates of the
user-cost elasticity of investment will therefore be biased toward zero. Studies
that fully address these biases therefore tend to exploit large tax events that
differentially affect various types of firms or asset classes; in these instances,
the change in tax “treatment” is plausibly uncorrelated with underlying eco-
nomic conditions.
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Exploiting instances of major corporate tax reforms, Cummins and
Hassett (1992) estimate user-cost elasticities of investment of roughly -1.1 for
equipment and -1.2 for structures. Auerbach and Hassett (1992) and Cummins,
Hassett, and Hubbard (1994, 1996) exploit differences in the composition of
investment across industries to identify user-cost elasticities, and they find an
estimated long-run elasticity of the capital stock of -0.67. Djankov and others
(2010) find an elasticity of -0.835 at the mean, based on their own database of
corporate income tax rates for 85 countries in 2004.

Using cointegration and plant-level microeconomic data, Caballero,
Engel, and Haltiwanger (1995) report estimated long-run user-cost elasticities
of investment by Standard Industrial Classification, two-digit industry codes
ranging from -0.01 for transportation to -2.0 for textiles and -1.0 on average.
These results imply a generally high long-run responsiveness of investment
to changes in the user cost of capital. Schaller (2006) also uses cointegration
techniques to estimate long-run user-cost elasticity. Assuming that user costs
will largely be exogenous in a small, open economy, Schaller estimates a
user-cost elasticity of -1.6 from quarterly Canadian aggregate data spanning
1962 through 1999. Using Bundesbank data to specifically estimate user-cost
elasticities with respect to the German tax system, and employing generalized-
method-of-moment techniques to instrument for potentially endogenous
investment decisions, Harhoff and Ramb (2001) find a smaller user-cost elastic-
ity of -0.42.

More recently, Dwenger (2014) has used German panel data and a dis-
tributed lag model based on research by Chirinko, Fazzari, and Meyer (1999).
Dwenger’s baseline estimates are about twice as large as the elasticity of -0.25
estimated by Chirinko and colleagues. However, after properly accounting for
the equilibrium relationship in the error correlation model, Dwenger (2014)
finds point estimates of the user-cost elasticity of investment to be -0.9; and a
two-sided, chi-square test suggests that the elasticity is not statistically differ-
ent from the neoclassical benchmark of -1.0.

Approaching the question from a somewhat different angle, Giroud
and Rauh (2017) employ Romer and Romer’s (2010) narrative approach to
estimate the impact of U.S. State-level corporate taxes on establishment
counts, employment, and capital. They find short-run statutory corporate tax
elasticities of both employment and establishment counts of about -0.5 (-1.2
over a 10-year horizon), and short-run statutory corporate tax elasticities of
capital of -0.24 to -0.25. Exploiting quasi-experimental variation created by
the Domestic Production Activities Deduction, which allowed firms to deduct a
percentage of their “qualified production activities income” from their taxable
income, Ohrn (2017) finds that a 1-percentage-point reduction in the corporate
tax rate increases investment by 4.7 percent of installed capital and decreases
debt by 5.3 percent of total assets.
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There is, therefore, a generally emerging consensus within the academic
literature, as summarized by Hassett and Hubbard (2002) and Dwenger (2014),
that places the estimated user-cost elasticity of investment at about -1.0,
consistent with the neoclassical benchmark. These estimates imply that a tax
change that lowers the user cost of capital by 10 percent would raise demand
for capital by up to 10 percent. The tax rate or deduction change required to
affect a 10 percent reduction in the user cost of capital varies with the values of
other relevant user cost parameters, which we discuss below.

As evidence of the need for increased capital investment in the United
States, figure 1-11 shows that business equipment investment has weakened
substantially since 2014. The figure shows the contribution to GDP growth from
each of three business investment categories: equipment, structures, and intel-
lectual property. Investment in equipment and structures, and their resulting
contribution to real GDP growth, has slowed in recent years and was negative
in 2016, as gross investment was less than depreciation, with the result that net
investment turned negative. In contrast, growth in intellectual property invest-
ment remained positive in 2016. Reductions in the user cost of capital that spur
equipment investment could reverse these trends and boost GDP growth.

Effects on Net Capital Outflows

One component of investment is foreign direct investment (FDI), and numer-
ous empirical studies, which are discussed below, have observed that FDI is
highly responsive to cross-border differences in tax rates. Furthermore, this
responsiveness may have increased in recent years. These predictions are rel-
evant to GDP estimates because, for a given level of domestic savings (S), any
increase in inward FDI constitutes a decline in net capital outflows (NCO) and
a corresponding decline in net exports (NX), in accordance with the national
income accounting identity S =/ + NX =/ + NCO. Intuitively, a decline in the
user cost of capital attracts capital inflows (both foreign firms investing more
in U.S. capital stock formation and U.S. firms choosing domestic capital stock
formation over foreign), leading to an exchange rate appreciation that lowers
exports and raises imports, resulting in a decline in net exports. As a capital
inflow, however, FDI is an important funding source for increased investment,
because /=S - NCO.

De Mooij and Ederveen (2003, 2005, 2008) provide extensive literature
reviews of the impact of tax rates on FDI. As most papers utilize different data
and empirical specifications to isolate this impact, these literature reviews
transform the coefficients in each study into a uniform semielasticity of FDI with
respect to the corporate tax rate. In their 2003 paper, de Mooij and Ederveen
average across 351 elasticity estimates, finding a mean elasticity value of -0.7,
which corresponds to a mean semielasticity (with respect to a percentage
point on the tax rate) of -3.3. In their 2005 paper, they extend the 2003 result by
considering alternative classifications of literature and including new studies.
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Figure 1-11. Contribution of Business Investment to Real GDP
Growth, 2010-16
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Source: Bureau of Economic Analysis (2017), private fixed investment by type.

Note: Business fixed investment contribution shows the net contribution of private
nonresidential structures, equipment, and intellectual property spending to real GDP
growth.

Instead of averaging across all studies, they estimate average semielasticities
by study type: time series, cross-sectional, discrete choice, and panel. They
find an average semielasticity of -2.61 across time series studies, -7.16 across
cross-sectional studies, -3.43 across discrete choice models, and -2.73 across
panel data studies. Across all 427 estimates, they find an average semielasticity
of -3.72. In their most recent paper (de Mooij and Ederveen 2008), they predict
semielasticities based on study characteristics. For studies that use financial
data such as FDI or property, plant, and equipment, they predict an effective
marginal tax rate semielasticity of -4.0, an effective average tax rate semielas-
ticity of -5.9, and a country statutory tax rate semielasticity of -2.4. For count
data, such as the number of new plants and/or plant expansions, they find an
effective marginal tax rate semielasticity of -1.3, an effective average tax rate
semielasticity of -3.2, and a country statutory tax rate semielasticity of 0.3.
Summarizing their work, table 1-3 contains semielasticities based on the coef-
ficients within the described studies.

In the first study on taxation and FDI, Hartman (1984) examined aggre-
gate inflows into the U.S. between 1965 and 1979 as a ratio of gross national
product, leading to a mean elasticity of -2.6, as calculated by de Mooij and
Ederveen (2003). Several papers then extend Hartman’s analysis by using a
longer time series and slightly adapting Hartman’s model (Boskin and Gale
1987; Young 1988; Murthy 1989), suggesting mean semielasticities of -5.8, -1.1,
and -0.6 (de Mooij and Ederveen 2003). Newlon (1987) criticized the data on
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Table 1-3. Summary Statistics for FDI Semielasticities

Study and year Number Mean Median Max. Min. S.D.
Hartman, 1984 6 -2.6 -3.5 2 -4.0 2.3
Bartik, 1985 3 -6.9 -6.6 -5.7 -8.5 14
Boskin and Gale, 1987 12 -5.8 -2.7 0.3 -21.2 7.6
Newlon, 1987 2 -0.4 -0.4 3.5 -4.3 5.5
Young, 1988 12 -1.1 -2.1 5.3 -9.2 4.2
Murthy, 1989 4 -0.6 -0.7 0.5 -1.6

Slemrod, 1990 58 -5.5 -3.5 17.8 -84.5 14.4
Grubert and Mutti, 1991 6 -1.7 -1.6 -0.6 -3.3 1.2
Papke, 1991 2 -4.9 -4.9 -0.9 -8.8 5.6
Hines and Rice, 1994 -10.7 -5.0 -1.2 -31.7 14.1
Jun, 1994 10 -0.5 -1.3 5.9 -5.4 3.2
Swenson, 1994 10 13 2.7 5.1 -8.1 4.3
Devereux and Freeman,

1995 4 -1.6 -1.6 -1.4 -1.7 0.1
Hines, 1996 46 -10.9 -10.2 -1.1 -36.7 8.2
Pain and Young, 1996 6 -1.5 -1.4 -0.4 -2.8 1.2
Cassou, 1997 17 -7.5 -2.8 3.1 -44.7 13.5
Shang-Jin, 1997 5 -5.2 -5.0 -4.7 -6.2 0.6
nge;'greux and Griffith, 10 -08 09 0 -12 04
Billington, 1999 2 -0.1 -0.1 -0.1 -0.1
Broekman and van Vliet,

2000 3 -3.3 -3.5 -2.5 -4.0 0.8
Gorter and Parikh, 2000 15 -4.5 -4.3 4.2 -14.3 4.2
Grubert and Mutti, 2000 15 -4.0 -4.2 -1.7 -5.8 1.2
Altshuler, Grubert, and

Newlon, 2001 20 -2.7 -2.6 -1.4 -4.0 0.8
Benassy-Quere,

Fontagne, and Lahreche: 4 -5.0 -5.0 -2.2 -7.9
Revilthers, 2001

Swenson, 2001 95 -3.9 -3.2 8 -29.9 8.4
Buettner, 2002* 23 -1.52 -1.59 0.58
Benassy-Quere,

Fontagne, and Lahreche- 19 -5.37 -4.22 3.21
Revilthers, 2003*

Stowhase, 2003* 5 -7.36 -6.82 1.12
Buettner and Ruf, 2004* 15 -0.42 -0.39 0.35
Desai, Foley, and Hines,

2004* 2 -0.64 -0.64 0.02
Stéwhase, 2005* 14 -5.26 -4.30 2.71

Sources: de Mooij and Ederveen (2003); de Mooij and Ederveen (2005).

Note: S.D. = standard deviation. * indicates an update from de Mooij and Ederveen (2005).
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the rate of return for FDI used by Hartman and similar studies and highlighted
spurious correlation in the data, but found a similar semielasticity of -0.4 (de
Mooij and Ederveen 2003). Slemrod (1990) also criticized Hartman’s use of FDI
flows, raising concerns about using aggregate FDI flows to analyze the rela-
tionship between FDI and tax rates. Auerbach and Hassett (1992) then showed
that different components of FDI respond differently to tax rates, with mergers
and acquisitions constituting a particularly responsive form of FDI, moving
researchers to use data on property, plant, and equipment (PPE).

Grubert and Mutti (1991) analyzed the distribution of plant and equip-
ment in manufacturing affiliates in 33 countries, leading to a mean semielas-
ticity of investment of -1.7 with respect to foreign effective tax rates (de Mooij
and Ederveen 2003). Hines and Rice (1994) consider the distribution of PPE in
all affiliates in 73 countries, and they estimate a much larger semielasticity of
PPE ownership with respect to tax rates of -10.7, though the mean significant
semielasticity is -5.0 (de Mooij and Ederveen 2003; they estimate the mean sig-
nificant semielasticities in their earlier working paper, De Mooij and Ederveen
2001). Altshuler, Grubert, and Newlon (2001) similarly compared the tax sen-
sitivity of PPE and inventories in 58 countries between 1984 and 1992, finding
that the elasticity of both to changes in after-tax returns increased between
1984 and 1992, leading to an estimated average semielasticity of -2.7 across
both years (de Mooij and Ederveen 2003).

Another set of studies analyzes the impact of a host country’s tax rates on
firms’ location choices using discrete choice models. For example, Bartik (1985)
estimates the probability that a multinational chooses a given U.S. State for the
location of new plants as a function of State statutory corporate income tax
rates. De Mooij and Ederveen (2003) estimate that Bartik’s mean semielasticity
is -6.9. Using the same concept, Papke (1991) also finds a negative relationship
between U.S. States’ corporate income tax rates and location decisions, with
a mean semielasticity of -4.9 (de Mooij and Ederveen 2003). Devereux and
Griffith (1998) expand the discrete choice model outside the United States, by
looking at U.S. firms’ decisions to locate in France, Germany, and the United
Kingdom. De Mooij and Ederveen (2003) show that Devereux and Griffith’s
logit model implies an average semielasticity of -0.8. Buettner; and Ruf (2004)
and Stowhase (2003) look at the location choices of German multinationals in
the European Union’s member countries. Buettner and Ruf find mixed results,
while Stowhase find that firms respond to effective tax rates but not statutory
tax rates. The average semielasticity from Buettner and Ruf is -0.42, compared
with -7.36 from Stowhase (de Mooij and Ederveen 2005).

Since de Mooij and Ederveen’s (2008) meta-analysis, several notable
studies have been published. Using a novel data set on corporate tax rates
across 85 countries in 2004, Djankov and others (2010) find large effects of
corporate tax rates on FDI where raising the effective tax rate by 10 percentage
points reduces FDI by 2.3 percentage points after one year. Looking at affiliates
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in low-tax jurisdictions, Dischinger and Riedel (2011) find a significant inverse
relationship between the average tax differential to other group affiliates and a
subsidiary’s intangible (intellectual) property investment, with estimates sug-
gesting a semielasticity of about -1.1. Karkinsky and Riedel (2012), meanwhile,
examine whether patent applications are more likely to be made by lower-tax
affiliates, and find a semielasticity evaluated at the sample mean of -2.3, mean-
ing that a 1-percentage-point increase in the corporate tax rate differential
reduces the number of patent applications by 2.3 percent.

The estimated tax elasticities and semielasticities of cross-border invest-
ment and of profit shifting (the latter are discussed below) are relevant to an
analysis of the effects of changes in the user cost of capital on investment—not
only because they have a direct bearing on investment financing but also
because they help explain weak investment and the absence of capital deep-
ening in the U.S. before the TCJA. Elasticities from this literature suggest that
reducing the U.S. corporate tax rate will have two effects. First, U.S. net capital
outflows (NCO) would decline. This is both because foreign firms would invest
more in U.S. capital and because U.S. firms would invest less in capital abroad.
Second, U.S. firms would be less incentivized to shift their profits abroad, as
discussed below. The former effect will tend to result in a dollar apprecia-
tion, which will reduce net exports (NX). The latter effect will tend to raise net
exports. Provisions of the Tax Cut and Jobs Act to reduce the abuses of a ter-
ritorial tax system would be critical to the realization of these gains.

Effects on Profit Shifting

An additional margin along which changes in corporate tax rates are likely to
affect growth is through profit shifting by U.S. firms to their foreign subsidiaries
or by U.S. subsidiaries to their foreign parents, typically by mispricing sales of
goods, services, and intangible capital between affiliates in high- and low-tax
jurisdictions. (Profit shifting, otherwise referred to as base erosion and profit
shifting, refers to tax avoidance strategies that exploit gaps and mismatches in
tax rules to artificially shift profits to low- or no-tax locations. This is different
from the legitimate earning of profits abroad from investment.) Guvenen and
others (2017) focus their analysis on U.S. multinational enterprises, and argue
that profit shifting by these enterprises leads to some economic activity being
credited to their foreign affiliates, resulting in an understatement of U.S. GDP.
This profit shifting has increased substantially since the 1990s. The authors
correct for this mismeasurement by “reweighting” the amount of consolidated
firm profits that should be attributed to the United States by apportioning
profits according to the locations of labor compensation and sales to unaffili-
ated parties.

Applying these new weights to all U.S. multinational firms and aggregat-
ing to the national level, the authors calculate that in 2012, about $280 billion
in so-called foreign profits could be reattributed to the United States. Given
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that the trade deficit was equal to about $540 billion, this reattribution would
have reduced the trade deficit by over half in that year. Extrapolating the 2012
findings to subsequent years, the CEA estimates that transfer pricing continued
to account for at least half the trade deficit between 2013 and 2016.

Crucially, firms’ propensity to engage in profit shifting is highly respon-
sive to tax rate differentials. Hines and Rice (1994), using aggregate country-
level data from the Bureau of Economic Analysis, estimate a tax semielasticity
of profit shifting of -2.25, indicating that a 1-percentage-point decrease in a
country’s corporate tax rate is associated with an increase of 2.25 percent in
reported corporate income.

As discussed in a recent white paper on this topic, “Corporate Tax Reform
and Wages: Theory and Evidence” (CEA 2017), the tendency of U.S. firms to
hold corporate profits overseas reduces the wages of U.S. workers. Engaging
in profit shifting is highly responsive to tax rate differentials, as discussed
above, and corporate rate reductions are therefore likely to affect the share
of profits that is repatriated. Under the assumption that U.S. workers would
retain 30 percent of the 2016 profits of U.S. firms that were earned abroad and
not currently repatriated, U.S. households could earn a raise of up to 1 percent,
depending on the share of profits that was repatriated. (For an example of
workers capturing 29 percent of firm operating surplus, see Kline et al. 2017.)
The trajectory of foreign profits indicates that the value of these profit shifts
for U.S. workers would increase in the future. Household income boosts from
this channel may be additive to the estimated $4,000 in household income
discussed above, because the empirical literature is largely based on countries
and time periods with less foreign profit activity, and less existing capital
parked overseas as taxes changed.

In general, profits earned abroad show the willingness of U.S. firms to
invest in production and business operations overseas, at the expense of
domestic investment. Reductions in the corporate tax rate create an opportu-
nity for U.S. firms to instead increase their domestic investment. Furthermore,
these multinationals are among the class of high-paying employers in the
United States. The rent-sharing literature discussed above implies that incen-
tivizing these high-paying firms to locate more of their operations in the U.S. is
again constructive for U.S. wage growth.

Effects of Crowding Out

Decades of research suggest that the long-term benefits of tax reform may be
attenuated by the revenue changes in the Federal budget. Decreases in tax
revenues that enlarge the government deficit and thus raise public borrowing
may crowd out private sector investment, which reduces long-term economic
activity. In the literature, crowding out occurs in both real and financial ways
(Blinder and Solow 1973). There is real crowding out when increased public
investment displaces private capital formation. This direct crowding out occurs
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through public consumption and investment (Buiter 1990). Conversely, finan-
cial crowding out influences private behavior by altering budget constraints or
by affecting prices through interest rates. Increased interest rates, a result of
the Federal Reserve’s bond-financing of fiscal deficits, can lead to the partial
loss of private capital formation.

The effect of increasing public spending or lowering taxes on future
national income is dependent on the return from public investment. Gale and
Orszag (2004) examine three models of how fiscal policy affects the economy.
The Ricardian equivalence theorem holds that government deficits will be off-
set by private saving through the purchase of public bonds, so that there are no
resulting changes in interest rates or capital flows. The small, open economy
view suggests private savings is less than the deficit, but that capital inflows
make up the shortfall. This means that economic growth and interest rates
remain stable. The conventional view is that private savings and capital inflows
are less than the change in deficit, so that GDP falls and interest rates rise to
induce more savings. If this holds, then public debt would be expansionary in
the short term and contractionary in the long term. Using reduced-form mod-
els, they conclude that increases in the budget deficit by $1 reduces national
savings by 50 to 80 cents. This suggests that Ricardian equivalence does not
hold.

Gale and Orszag (2004) also compare the small, open economy and con-
ventional views by testing whether budget deficits affect interest rates. They
find that larger projected budget deficits equivalent to 1 percent of GDP are
associated with increases in long-term interest rates of 25 to 35 basis points.
Calomiris and Hassett (2002), however, observe little evidence that modest
temporary increases in government deficits have a significant effect on interest
rates, and further provide evidence that the empirical counterfactual should
account for the probability that a substantial portion of additional Federal tax
revenue would be spent rather than saved.

Laubach (2009) controls for the business cycle and monetary policy
effects on deficits by examining the relationship between the long-term for-
ward rate and projected deficits projected by the Congressional Budget Office.
He finds that a 1 percent increase in the projected debt-to-GDP ratio raises
future interest rates by about 4 to 5 basis points. When the deficit increased
by the same measure, interest rates increased by 25 basis points. Engen and
Hubbard (2005) also find that when government’s debt increased by the equiv-
alent of 1 percent of GDP, interest rates rose by 2 to 3 basis points. They find
that these results are sensitive to model specification. When the dependent
variable is the change in the forward rate rather than the interest rate level,
the result is statistically insignificant. Results from several economic studies
suggest that a deficit increase over the long term would result in higher interest
rates. Some researchers consider these results evidence that the conventional
view is a more accurate model than a small, open economy view.
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Figure 1-12. The Effect of an Exogenous Tax Cut on Nominal
Interest Rates
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Sources: Romer and Romer (2010); BEA NIPA; Board of Governors of the Federal Reserve
System; CEA calculations.

More recent research by Traum and Yang (2015) finds that no systematic
relationship exists between debt, real interest rates, and investment when
using a New Keynesian model that accounts for the interaction between mon-
etary and fiscal policies. Using data from the tax increases of the 1990s and
the deficit-financed tax cuts of the early 2000s, they conclude that short-term
private investment crowding in or out depends on the fiscal or monetary shock
that leads to a deficit. Crowding in can occur when deficits result from lower
capital tax rates or increased public investment, because both raise the net
return to capital. In the long term, deficits can crowd out investment.

Utilizing their hybrid approach, meanwhile, Mertens and Ravn (2013) find
that a 1-percentage-point reduction in the average corporate tax rate has no
statistically significant effect on short-term interest rates (neither the Federal
funds rate nor three-month Treasury bill), over any time horizon. Mertens and
Ravn do, however, observe a significant short-run disinflationary effect of
reductions in the average corporate tax rate, which they note “might instead
have been expected to trigger a stronger monetary policy accommodation.” A
simpler approach, following Ramey (2016), is to set Romer and Romer’s (2010)
exogenous tax shock series as the impulse in a standard fiscal policy vector
autoregression, which generates the impulse response function reported in
figure 1-12. These results indicate that there is no statistically significant effect
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on short-term nominal interest rates, and possibly even a slight negative effect
over the first two years, which is consistent with Romer and Romer (2010),
whose results are generally inconsistent with large interest rate effects of tax
changes. In contrast, to completely offset our estimated long-run increase
in GDP of 2 to 4 percent due to the corporate rate cut to 21 percent and the
introduction of full expensing, discussed below, real interest rates would need
to rise by between 300 and 400 basis points.

Estimating the Growth Effects of Tax Reform

The particular challenge in translating the Mertens and Ravn (2013) estimates
into growth projections is that their estimated coefficients are based on an
explanatory variable equal to Federal tax receipts on corporate income relative
to corporate profits. Applying these estimates to a reduction in the statutory
corporate income tax rate from 35 to 21 percent and the simultaneous intro-
duction of full expensing for nonstructure investment requires calculating the
effect these changes would have on Federal tax liabilities. As such, it is not
valid to simply treat changes in average effective tax rates as changes in the
relevant independent variable of Mertens and Ravn’s model. Corporate profits
in 2017 and preliminary estimates of the combined 2018 revenue effect (Joint
Committee on Taxation 2017b) suggest a roughly 5.7-percentage-point decline
in the ratio of Federal corporate tax liabilities to corporate profits in the first
year of implementation. Mertens and Ravn’s estimates suggest this could raise
GDP per capita by as much as 3.4 percent. Their estimates further suggest that
the proposed reduction in the average corporate tax rate would generate an
increase in nonresidential investment of about 13 percent.

Alternatively, converting the estimated 2018 revenue effect (Joint
Committee on Taxation 2017b) of the 14-percentage-point statutory rate
reduction plus full expensing into a change in the total tax liability share of GDP
of 0.8 percent, Romer and Romer’s (2010) estimates suggest these two reforms
will raise GDP by 0.8 percent in year one, and by 2.4 percent over three years.
Romer and Romer’s estimates also imply an increase in investment of about 9
percent by year three.

Approaching the question from a more structural angle, a primary
mechanism by which changes in corporate tax rates affect business investment
is through their effect on the user cost of capital. As discussed previously, by
increasing the after-tax return on capital assets, a decrease in the rate of tax
on corporate profits decreases the before-tax rate of return required for the
marginal product of new capital assets to exceed the cost of producing and
using those assets, thereby increasing firms’ desired capital stock. By raising
firms’ desired capital stock relative to current stock, decreases in the user cost
of capital thereby require positive net investment to offset depreciation, imply-
ing an increase in gross investment.
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The user cost modeling is simple if expensing is permanent, and though
the Administration expects Congress to eventually make the provision perma-
nent, the TCJA as passed calls for 100 percent bonus depreciation to expire
after five years. In a forward-looking, rational expectations model, firms would
look ahead to the expiration of the provision and respond less to the tax
change because their long-run target capital stock would be lower than for a
permanent change in policy.

Accordingly, estimating the impact of an expiring provision necessitates
estimating the impact of permanent expensing and the impact of the expir-
ing expensing. The correct growth effect would then be between the two,
depending on the extent to which firms expect the provision to be renewed in
subsequent legislation.

We begin with the effect of permanent expensing. The emerging consen-
sus in the academic literature places the user-cost elasticity of investment at
-1.0, which implies that a tax change that lowers the user cost of capital by 10
percent would raise demand for capital by 10 percent. Computing the effect on
the average user cost of capital of reducing the statutory corporate tax rate to
21 percent and introducing immediate full expensing of nonstructure capital
investment depends on the values of the relevant parameters. Calculations of
these parameters—following Devereux, Griffith, and Klemm (2002); and Bilicka
and Devereux (2012)—yield an estimated decline in the average user cost of
capital of about 9 percent, though the percentage change in the user cost var-
ies across asset types. Assuming a consensus user-cost elasticity of investment
of -1.0, a 9 percent decline in the average user cost of capital would induce a
9 percent increase in the demand for capital. Following Jensen, Mathur, and
Kallen (2017), it is then possible to use the Multifactor Productivity Tables from
the Bureau of Labor Statistics in a growth accounting framework to increment
the Congressional Budget Office’s 10-year GDP growth projections by the addi-
tional contribution to output from a larger capital stock, assuming constant
capital income shares, until we attain a new steady state.

Based upon user-cost elasticity estimates, our calculations show that a
reduction in the statutory Federal corporate tax rate to 21 percent combined
with full expensing of capital investment would raise long-run GDP by between
2 and 4 percent. Our estimates indicate a 0.4 percent increase over the base-
line forecast by the Congressional Budget Office in year one and a 3.8 percent
increase in the long-run steady state if full expensing is made permanent. If full
expensing of nonstructure assets expires in year five as legislated, however,
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the long-run steady state increase in GDP will be 2.9 percent. The economy
will achieve the higher growth path if firms expect the policy to be continued.’

Previous estimates of similar tax reform proposals yielded similar results.
A report released by the President’s Advisory Panel on Federal Tax Reform
(2005) evaluated a “Growth and Investment Tax Plan” that implemented a
business cash flow tax, allowed for the immediate expensing of capital invest-
ment, and set a flat corporate tax rate of 30 percent. Analysis of this plan by
the U.S. Treasury Department using a variety of alternative models found that
these reforms would have generated an increase in the capital stock by 5.6 to
20.4 percent over the long run, raising output by 1.4 to 4.8 percent during the
same period.

Financing of the additional investment implied by the reduction in the
user cost of capital would depend, as noted above, partly on repatriation
of previous profits and decreased profits attributed to foreign subsidiaries,
and partly on changes in savings and capital flows. Our preliminary calcula-
tions suggest that funding the estimated increase in gross investment could
potentially be achieved almost entirely by increased capital inflows by both
U.S. and foreign multinational firms. Given that in 2016 private nonresidential
fixed investment totaled $2.3 trillion, a 9 percent change would constitute an
increase of about $207 billion in investment. The mean estimate of the tax
semielasticity of FDI of -3.3 reported in de Mooij and Ederveen (2003), cor-
responding to a user-cost elasticity of 2.8 (A log[/] = alog[»] = [a / (1 - EMTR)]
A EMTR), suggests that a 14-point reduction in the statutory Federal corporate
tax rate along with the introduction of full expensing would raise FDI in the
United States by $121 billion and reduce U.S. direct investment abroad by
$79 billion, for a combined reduction in net capital outflows of $200 billion. As
noted above, increased capital inflows would result in an appreciation of the
dollar, thereby reducing net export demand in tandem with the increase in net
capital inflows.

Moreover, our calculations also indicate a positive contribution to
growth from reduced profit shifting by U.S. firms to foreign affiliates. Applying
Hines and Rice’s (1994) estimate of the tax semielasticity of profit reporting
to a statutory corporate rate reduction of 14 percentage points suggests that
reduced profit shifting could add up to $142 billion to GDP (0.8 percent), based
on 2016 numbers. Analyzing the TCJA specifically, private subscriber reports

! Devereux and Griffith (1998) have argued that marginal analysis like this may be less relevant
for high-value, discrete projects that should be more responsive to average tax rates over time.
They develop a measure of the effective average tax rate, EATR, and show that capital spending is
highly responsive to it. Jensen, Mathur, and Kallen (2017) calculate the impact of moving toward
full expensing and dropping the statutory corporate tax rate to 20 percent, finding that the EATR
declines by about 11 percentage points. They estimate that, under the assumption that the move
to full expensing remains permanent, corporate investment would increase as a result by up to
34 percent in certain asset classes, thereby raising GDP by 4.7 percent over 10 years and by 8.4
percent in the long run.
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from Goldman Sachs and Deutsche Bank estimated in late 2017 that the
reduced incentives to shift profits overseas could reduce the U.S. trade deficit
by as much as 50 percent on impact, with a permanent level shift. Along with
the lower corporate tax rate that would make profit shifting less attractive for
many firms, the TCJA has also put in place a number of significant anti-base
erosion measures such as the “global intangible low-taxed income” provision
that imposes a minimum tax on foreign earnings, and the “base erosion anti-
abuse tax.”

On the individual side, Barro (2018), using estimates from Barro and
Redlick (2011), finds that the tax bill’s cut to the weighted-average marginal
individual income tax rate will expand the economy by 1.6 percent through
2019, corresponding to additional growth of 0.8 percent a year. Barro notes
that though the growth effect is temporary, the extra contribution to the level
of GDP is permanent. Using the Joint Committee on Taxation’s (2017b) 2018
revenue score and applying Mertens and Montiel-Olea’s (2017), Romer and
Romer’s (2010), and Mertens and Ravn’s (2013) estimates to the TCJA, mean-
while, suggest that the reductions in individual tax liability will raise GDP by 0.4
to 1.3 percent within three years.

Conclusion

We started this chapter with a look back at the United States’ tax system in a
historical and international perspective and the major tax reform achievement
of 2017—the enactment of the Tax Cuts and Jobs Act. On the individual side, we
demonstrated that the extensive use of itemized deductions in the U.S. income
tax code not only generates regressivity at the Federal level but also can distort
incentives and reduce Federal income tax revenue. Lowering individual income
tax rates while simultaneously raising the standard deduction and limiting the
use of distortionary deductions—as the TCJA does—can therefore facilitate
tax relief for middle-income households. These changes also provide supply-
side benefits to economic growth, while at the same time partially offsetting
short- to medium-term negative revenue effects. Specifically, we find that the
net individual tax cuts of the TCJA can be expected to raise GDP by up to 1.6
percent by 2020.

On the corporate side, the TCJA is meant to address, in large part, the
increasing uncompetitiveness of U.S. corporate income taxation relative to the
rest of the world, due to a relatively high statutory rate and worldwide taxa-
tion. This, along with the observed high and increasing international mobility
of capital in recent years, has deterred U.S. capital formation. An analysis of
tax incidence also reveals that labor—as the relatively less mobile factor of
production—has borne a disproportionate burden of high corporate taxation.

We have cited a wide range of academic studies demonstrating that
reductions in corporate tax liabilities have significant, positive short- and
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long-run effects on GDP growth and wages—in particular by lowering the user
cost of capital and thereby inducing higher investment in capital formation,
financed principally by increased capital inflows. On the basis of these studies,
we have calculated that a reduction in the statutory Federal corporate income
tax rate from 35 to 21 percent, simultaneously with the introduction of imme-
diate full expensing of capital investment, would generate an increase in GDP
of between 2 and 4 percent over time. We have also studied the impact of this
growth on a typical household, and find that the average household would,
conservatively, realize an increase in wage and salary income of $4,000.

In addition, estimated user-cost elasticities of foreign direct investment
suggest that the corporate tax changes of the TCJA will not only mitigate the
migration of U.S. investment capital abroad but also will serve to attract inward
capital investment by foreign companies, including overseas affiliates of U.S.
companies that are currently holding an estimated $2.6 trillion in unrepatri-
ated profits. Increased international tax competitiveness will also contribute to
the net export component of GDP—by as much as 50 percent—by attenuating
corporate profit shifting through transfer pricing, and thereby partly offset the
effects of increased capital inflows on exchange rates.
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Chapter 2

Deregulation That Frees
the Economy

By limiting the costs of unnecessary regulation, by reviewing and eliminating
ineffective rules whose costs exceed their benefits, the Administration’s agenda
of deregulation is unleashing the talents of the American people and the true
potential of American businesses. Although some regulation can be benefi-
cial—for example, to protect the environment and health—when job creators
must abide by overly burdensome rules, Americans lose opportunities to trans-

form their own ideas into new businesses and into even more opportunities.

Regulation’s dynamism-dampening effects are evident in empirical analyses
of its influence on the economy. Increases in regulation decrease rates of
new business entry, and newer firms tend to make greater contributions to
economy-wide productivity, which in turn means higher wages for employees.
Increased regulation may even explain a nontrivial portion of the productivity
slowdown observed in recent years, which has exacerbated the stagnation of

wages. Moreover, the effects of regulation extend beyond business dynamics.

For example, overregulation has a negative impact on people’s ability to relo-
cate to where jobs exist. Geographic mobility in the United States has ebbed to
an all-time low, as regulatory barriers, especially at the State and local levels,
make living in high-priced cities unattainable for many Americans. According to
one estimate, for instance, the relaxation of restrictive land-use regulations in
just the three cities of New York, San Jose, and San Francisco between 1964 and
2009 would have increased the 2009 U.S. gross domestic product (GDP) by 8.9
percent, and would have given more Americans the freedom of movement that

has been such a tradition in the United States. Additional barriers to mobility

73



come from, among other things, State-level occupational licensing restrictions
that prevent Americans from pursuing opportunities. These regulatory distor-
tions of the labor allocation across borders also cause economic distortions,
along with regulation’s overall negative impact on job growth. In addition to
preventing people from moving to new jobs, regulation may prevent jobs from
being created in the first place, and can reduce the number of jobs in the overall

economy.

To put the economic burden of regulation into context, consider a thought
experiment: Imagine that each of the 9.8 billion hours devoted to compliance
paperwork in fiscal year (FY) 2015, according to the Office of Management and
Budget, were instead used by employees to create output equal to average
hourly earnings. These earnings would total $245.1 billion, equal to 1.35 per-
cent of that year’s GDP and 41.6 percent of that year’s Federal national defense

budget.

To prevent these unintended consequences, the Administration is dedicated
to eliminating excessive regulation. In the Administration’s first eight months,
Federal agencies issued 67 deregulatory actions and only 3 regulatory actions,
far outpacing the goal of 2 deregulatory actions for every regulatory action. This
effort has created more than $8.1 billion in present-value cost savings. Given
the evidence regarding the impact of poor regulation on the economy, contin-
ued deregulatory efforts in the coming years can lead to further cost savings for

both firms and consumers as the U.S. economy grows.

overnment regulation affects firms and individuals pursuing various
types of economic activity. Examples of firm-level activity influenced
by government regulation include how and when one firm may merge
with another, how public utilities set prices, the amount of pollutants a firm
may generate in the course of producing its goods, and how much risk a firm
in the financial sector can take on without endangering the wider financial
system. Examples of the impact of regulation in the lives of individuals come in
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the form of things like the seatbelts and airbags found in automobiles and in
the insurance policies that individuals buy.

Regulations have intended as well as unintended consequences. In
some cases, the intended and unintended benéefits of a regulation outweigh its
intended and unintended costs. The benefits of regulations that outlaw child
labor, for example, outweigh the costs they impose. In other cases, however,
the intended and unintended costs of a regulation may instead outweigh its
benefits. And the quantity of regulations in the United States, regardless of
how they are measured, has rapidly increased in recent decades. In light of the
reality that regulations can impose costs that exceed their benefits, this pro-
liferation of regulations underscores the importance of ensuring that existing
regulations do not impose excessive costs.

The Trump Administration has prioritized the identification—and
removal—of regulations that fail to generate benefits that outweigh their
costs. This agenda of deregulation stands poised to increase economic growth
and improve the economic opportunities available to American businesses and
employees. Economists and other academics have, over the years, produced a
body of literature on regulation that provides the economic rationale for the
Administration’s current agenda of deregulation. After all, as Gayer and Viscusi
(2016, 1) note, the intellectual basis of cost/benefit assessments of government
regulation date back to Jeremy Bentham’s 1776 adage that “it is the greatest
happiness of the greatest number that is the measure of right and wrong.”

To put this Administration’s regulatory priorities in context, this chapter
first explores the theoretical justifications for regulation. Then it synthesizes
the economics literature’s empirical documentation of the effects that regula-
tions have on economic activity in places like the United States. These empiri-
cal analyses demonstrate the benefits that can be generated by deregulation
along the lines of the Trump Administration’s agenda. Finally, the chapter
describes the actions undertaken by the Administration so far in order to
deliver these benefits to the American people.

Theories of Efficient and Inefficient
Regulation and Deregulation

Classical economic theory argues that economic agents, whether firms or
individuals, acting in their own self-interest (which they are in the best position
to know) will, via voluntary trading, come up with the most efficient allocation
of goods and services. Such an allocation of resources will maximize social
welfare. In this theoretical world, the only role for the government is to protect
property rights—no regulation of a market is necessary. So if this is the case,
why do we have regulations?

Two broad and influential schools of thought lay out the economic basis
for regulation. For the first school, regulations improve welfare by correcting
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“market failures.” For the second one, in additional to correcting market fail-
ures, regulations can improve welfare by addressing “internalities,” which
entails correcting individuals’ or firms’ failures to behave in their own (i.e.,
internal) self-interest.

Regulatory Benefits

The scope of benefits one counts in justifying the creation or the removal of a
regulation varies between these two different views. The set of benefits gener-
ated by a regulation, after all, depends at least in part on the nature of the
economic activity affected by the regulation.

In the first, and traditional, view of the conditions whereby regulations
can improve economic welfare, they correct for the failures of markets to gen-
erate the socially optimal outcome (e.g., when they address market failures).
The economics profession has identified the circumstances in which market
failures can result. These include when firms have excessive market power,
preventing competition within a market; when there are externalities imposed
by one individual or firm on another; and when there are information asymme-
tries between different market participants. The textbook example of a market
failure due to the existence of market power and the absence of competi-
tion comes from the leverage of the Standard Oil Company, a firm that once
held a monopoly on the production of oil in the U.S. The textbook example
of a market failure due to an externality that leads to overproduction in the
absence of regulation may come from the example of pollution in the environ-
ment, because firms and the consumers of their products do not fully pay for
the costs that the pollution they generate impose on others. An example of
information asymmetry is the market for used cars, because a car dealer may
know the defects of a car better than a buyer. As a result of this asymmetry, in
the absence of regulation, the market for used cars may not produce efficient
outcomes.

In all these cases, the measure of a regulation’s benefits and costs must
be in accord with their effects on the entire economy, rather than vis-a-vis
the specific firm or individual that produces or consumes the product that
the regulation affects. The regulatory breakup of Standard Oil generated ben-
efits for U.S. consumers and other U.S. producers that exceeded the costs to
Standard Oil. U.S. citizens writ large have benefited from reduced pollution of
the environment, despite the fact that reducing it has made both producers’
costs and consumers’ prices higher than they were in the absence of pollution
regulations. Likewise, U.S. consumers, rather than used car dealers, benefit
from steps to ensure that used car dealers do not exploit asymmetries of infor-
mation by reducing the costs of information for buyers.

In contrast, the second set of economic rationales go much further than
market failure rationales in determining the benefits of regulation. Rather than
addressing the externalities discussed above, regulations can also improve
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welfare by correcting for “internalities” that lead individuals to make decisions
that do not serve their own best interests. Those who suggest that internalities
can render regulation welfare-improving depend on evidence in the behavioral
economics literature purporting to document cognitive biases in support of
this proposition. (For a representative exposition of the internalities-based
school of thought on regulation, see Allcott and Sunstein 2015; and for a repre-
sentative exposition of its contrasts with the traditional view of regulation, see
Mannix and Dudley 2015.)

The departure of the internalities-based approach to regulation from the
approach that centers on the redress of market failure is not merely an abstrac-
tion. Indeed, some regulations in recent years have been justified on the basis
of cost/benefit analyses that include internalities. An example comes from
a regulation on energy conservation standards for commercial refrigeration
equipment. As part of the Energy Policy and Conservation Act of 1975, this reg-
ulation set energy efficiency standards for commercial refrigerators, effectively
circumscribing the type of commercial refrigerators that would be available
on the market. From a decrease in the set of possible refrigerators available
to choose from in the first place, the cost/benefit analysis assumes that those
who operate commercial refrigerators would experience a decrease in the cost
of operating them over the lifetime of the product. To assert that commercial
refrigerator operators would benefit from a restriction on the set of available
commercial refrigerators, one would need to assume that some subset of
commercial refrigerator operators would choose some subset of commercial
refrigerators that makes them worse off relative to what they could have cho-
sen in the absence of the regulation. This regulation, then, appears to justify
its benefits in part on the basis of its purported remedying of an “internality”
suffered by the operators of commercial refrigerators.

Nonetheless, whether internalities render regulation welfare-improving
as much as the proponents of this school of thought would suggest remains
controversial. Some question whether the government regulators themselves
suffer from behavioral biases that distort their decisionmaking (e.g., Viscusi
and Gayer 2015). In this view, regulation serves to increase institutional behav-
ioral biases rather than overcome them. Others question the reliability of the
research that purports to document the existence of the cognitive biases that
give rise to alleged internalities (e.g., Shrout and Rodgers 2017).

The idea that a regulation may generate benefits that accrue directly to
the actors that are the focus of the particular regulation, rather than to other
participants in economic activity, is not as new as the internality-focused
school of thought and the rise of the behavioral economics that is its founda-
tion. At least since the 1990s, some have argued that the regulated experience
net benefits from regulation, though the focus tended to be on firms rather
than on individuals. This corner of the economics literature has focused, in
particular, on the possibility that environmental regulations can incentivize
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firms to innovate, offsetting compliance costs through increased efficiency
and enhanced productivity (Porter 1991; Porter and Van der Linde 1995;
Ambec et al. 2013). This is formalized in the economics literature as the Porter
Hypothesis, which can be presented in several different forms.

The first, or “narrow,” form of the Porter Hypothesis distinguishes
between market-based instruments and prescriptive regulation. The use of
market-based instruments incentivizes firms to innovate by working within a
competitive market, while prescriptive regulation discourages innovation by
defining how activities should be undertaken. This form emphasizes that flex-
ible regulatory policies are more efficient than prescriptive ones.

The “weak” form of the Porter Hypothesis claims that environmental
regulation results in increased innovation. The “strong” form of the Porter
Hypothesis not only claims that well-designed environmental regulation
can increase innovation, but also can increase a firms’ competitiveness and
productivity enough to offset compliance costs. However, empirical evidence
supporting Porter’s view is anecdotal, and more rigorous empirical stud-
ies have provided mitigating and even contradictory results (Lanoie, Patry,
and Lajeunesse 2008; Jaffe and Palmer 1997; de Vries and Withagen 2005;
Brunnermeier and Cohen 2003). This lack of clear evidence in support of the
Porter Hypothesis makes its use in the estimation of regulatory benefits and
costs difficult to justify.

Regulatory Costs

Regulations can impose costs through a number of different channels. First,
there is the cost of complying with a regulation that businesses pay, both in
demonstrating that they are complying with the regulation and in changing
their production processes to do so. Second, though these regulations are
often placed on businesses, those who buy their products will pay part of the
regulations’ costs. Increases in firms’ costs via regulation will increase the
prices of products for consumers in a competitive market (as with the Fiduciary
Rule; see box 2-1). Third, there are costs that accrue to would-be consumers
who do not engage in a transaction, due to the effect of a regulation, or to
would-be businesses that cannot enter a market or stay in operation due to
the existence of a regulation. Fourth, costs can accrue to would-be employees
if firms decrease hiring in response to a regulation. Of particular importance,
for an externality like pollution, if these costs are equal to or less than the
benefits of reduced pollution, then the externality is appropriately internalized
and social welfare increases. But if this is not the case, the regulation does not
improve social welfare.

Of all regulatory costs, an easily identifiable one is the cost of collecting
information used by the government to determine compliance with a regula-
tion. The Paperwork Reduction Act of 1980 was designed to reduce the total
paperwork burden that the Federal government imposes on private businesses
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Box 2-1. Determining the Future of the Fiduciary Rule

In 2015, the U.S. Department of Labor released an updated rule proposal
to amend the definition of a fiduciary under the 1975 Employee Retirement
Income Security Act, known as ERISA. This rule change would expand those
with a fiduciary duty to include those providing investment advice to a retire-
ment plan, participant, or individual retirement account owner. Imposing a
fiduciary duty requirement has a clear benefit, in that financial advisers would
be required to act in the best interest of their clients. Also, there is a large
academic literature finding that conflicting investment advice imposes sub-
stantial costs on retirement savers (Chalmers and Reuter 2010; Christoffersen,
Evans, and Musto 2013; Del Guercio and Reuter 2014; Foerster et al. 2017).
However, the rule would also impose large costs.

The Fiduciary Rule would immediately make an entire class of retire-
ment planning professionals comply with those responsibilities associated
with being a fiduciary. Given the rule’s ambiguous language, it also creates
regulatory uncertainty as to whether the fiduciary duty exists for certain
investment educators and investment advisers. This increases the costs to
provide retirement investment advice, as advisers are now forced to comply
with a whole host of new regulations. This cost will be passed onto consumers
in the form of reduced availability of investment education and advice, or
higher fees for said advice. The industry points out that the additional compli-
ance costs may make it unprofitable to provide individual investment advice
for small retirement accounts.

In response to these concerns, President Trump ordered the Department
of Labor to study if the fiduciary rule harms investors by decreasing access
to retirement savings products, information, or related financial advice.
Additionally, the department is asked to determine if the Fiduciary Rule has
disrupted the retirement services industry. The deadline for compliance with
the prohibited transaction exemptions accompanying the Fiduciary Rule has
been postponed until July 2019. For advisers, this delay will allow time to
comply with the extensive requirements associated with being a fiduciary.
Consumers of retirement investment advice should not see dramatic changes
in the availability of retirement products or advice during this period. The
Administration is continuing to review this rule, and hopes to tailor it more
narrowly so it has a less dramatic impact on the retirement investment
market.

and citizens. The act imposes procedural requirements on agencies that wish
to collect information from the public, including an estimate of the hours
necessary to collect the required information and an estimate of the person-
nel cost that reflects the burden of the collection. As part of the Paperwork
Reduction Act, agencies must seek and consider public comment on proposed
collections of information with 10 or more respondents, and receive approval
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from the Office of Management and Budget before beginning to collect infor-
mation from the public.

In spite of the Paperwork Reduction Act, the Office of Management
and Budget’s estimated paperwork burden for regulatory compliance has
increased steadily over the years. This can be seen in the blue trend line in
figure 2-1—but with one important caveat: the methods used to capture total
paperwork burden changed between FY 2009 and FY 2010. Hence, it is not
possible to compare values across these two periods. In fact, doing so would
suggest that the burden barely changed between FYs 2009 and 2015. But when
one looks at the hours before and after this break in the data, it is clear that
the total burden increased in both. It went from 7.0 billion hours in FY 1997
to 9.8 billion hours in FY 2009—an average annual increase of 2.8 percent. It
then went from 8.8 billion hours in FY 2010 to 9.8 billion in FY 2015—an average
annual increase of 2.2 percent. The red trend line in figure 2-1 looks at the total
paperwork burden coming from the Treasury Department alone. Paperwork
from the Treasury, which accounts for more than 70 percent of the total burden
every year between FYs 1997 and 2015, follows a similar trajectory during the
two periods.

To put the economic impact of the paperwork burden into context, con-
sider a thought experiment: Imagine that each of the 9.8 billion hours devoted
to paperwork in 2015 instead were used by employees to create output equal
to their average hourly earnings. These earnings would total $245.1 billion, an
amount equal to 1.35 percent of that year’s GDP and 41.6 percent of that year’s
Federal national defense budget. One potential benefit of the Administration’s
deregulatory efforts will be to slow down the growth in costs related to the
paperwork burden.

In some cases, regulators underestimate costs or additional, unan-
ticipated costs arise. Although the original regulatory impact assessment may
have estimated a net benefit from a regulation, rising costs over time could
reduce or eliminate this benefit. This often occurs in situations where tech-
nology brings unanticipated change to a market that is heavily burdened by
regulation. Such unanticipated or underestimated costs are often cited as a
justification for instituting periodic retrospective reviews of existing regulation.

In addition, it is worth noting the distinction between the direct and
indirect costs imposed by a regulation. A firm’s direct costs are those that are
attributed directly to complying with a regulation—for instance, its costs to hire
a compliance officer to handle the regulatory paperwork. Its indirect costs are
the opportunity costs of investing its funds in a regulatory compliance activity
that could have been used for another part of its business. For instance, if a firm
must invest $1 million in a compliance activity, its indirect cost of compliance is
the profit that the $1 million could have generated if it had been invested in a
revenue-producing activity. These costs are difficult to measure, given that it is
difficult to know what a firm would have done with funds allocated to financing
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Figure 2-1. Total Paperwork Burden Hours, FYs 1997-2015
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Source: Office of Management and Budget, Information Collection Budget.
Note: At the end of 2006, the Office of Management and Budget introduced an electronic system to
process agencies’ paperwork burden estimates. Because the system was not fully implemented
until the end of 2007, values from about this time may contain errors, and comparison between
prior values and values afterward may not be reliable. Between 2009 and 2010, values underwent a
one-time adjustment, affecting all future values. The FY 2015 estimate will be updated in the FY
2016 report.

compliance activity if those funds had been used elsewhere. Nonetheless,
indirect costs are imposed on the economy by regulation.

The Impact of Regulation

There is a sizable body of economics literature on regulation’s impact on
various measures of a country’s economic health. Deriving a causal estimate of
the effect of regulation is difficult, in part due to the difficulty of formulating a
reasonable measure of regulation. Despite this, the economics literature does
include efforts by researchers to overcome such difficulties and document
the economic effects of regulation. Estimates of the effects’ magnitude vary
substantially, but this literature does highlight cases where regulation lowers
the level and rate of economic activity and can harm firms, employees, and
consumers.

Measurement

Many of the methods used by researchers to quantify the stock of current
regulations or the flow of all regulations are imperfect. Nonetheless, in spite of
these imperfections, these measures do allow one to draw at least some infer-
ences about regulation and its effects. Moreover, measurement error in regula-
tion measures will, in many cases, bias estimates of the impact of regulation
toward zero. To the extent that the literature finds effects, then these effects
should be notable to analysts.
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One common variable used to study the impact of regulation is the num-
ber of pages in the Federal Register or the Code of Federal Regulations—two
measures with known limitations. For example, one could object to measure-
ments derived from either on the grounds that they fail to measure the seman-
tic content of what the text says (e.g., a few paragraphs of text could prohibit
a vast amount of economic activity, or vice versa). Even then, these caveats
illustrate the specificity of the conditions in which measurement error invali-
dates attempts at statistical inference. For instance, whether measurement
error causes an attempt at statistical inference to generate a “false positive”
(e.g., the effect of regulation on growth) depends on how the measurement
error correlates with the other variables relevant to the statistical technique at
hand. Thus, the presence of measurement error requires careful consideration
of appropriate statistical analysis but does not necessarily eliminate the useful-
ness of these imperfect measures of regulation.

As an alternative solution to a lack of a good measure of total regulation,
researchers have introduced RegData, an index derived from a textual analysis
of the Code of Federal Regulations, to more accurately measure the quantity
and impact of regulation (McLaughlin and Sherouse 2017; RegData is main-
tained by the Mercatus Center at George Mason University). RegData breaks the
data down by paragraph and by title, allowing analysis by different aggregation
levels; and it then counts the number of keywords that are indicative of restric-
tions on the economy—such as “shall,” “must,” “may not,” “required,” and
“prohibited.” RegData also closely tracks the number of pages in the Code of
Federal Regulations, from which it is derived.

In spite of the imperfections of any one measure, measures of regula-
tion in the United States as a whole seem to support the idea that regulation
has increased in the country. Figure 2-2 illustrates the growth measures of
total regulation—using the Federal Register, the Code of Federal Regulations,
and the sum of all industry-relevant restrictions from RegData. Each series is
represented as an index, such that 1976 is equal to 100. Series are set to begin
in 1976 to reduce the impact of changes in the underlying construction of the
Federal Register in earlier years. Despite their shortcomings, each measure
shows an increase in the quantity of regulations of almost 2 to 2.4 times over
the last 40 years.

Another alternative is to measure the subset of regulations that are
classified as “economically significant”—which the 1993 Executive Order (EO)
12866 defines as those estimated to have “an annual effect on the economy
of $100 million or more.” Figure 2-3 highlights the economically significant
final rules published by selected agencies and administrations. A total of 29
economically significant final rules were published in the first year of the
George W. Bush Administration, and 45 were published in the first year of the
Obama Administration. In the first year of the Trump Administration, agencies
published only 18 final rules—most at zero net cost.

” o«
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Figure 2-2. Estimated Measures of Regulation, 1976-2016
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Figure 2-3. Published Economically Significant Final Rules by First
Year of a Presidential Term
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Note: A “Presidential term” is defined as starting on January 20 and ending on January 19.
President Trump’s term accounts for regulation through January 19, 2018. The George W. Bush
Administration’s counts began before an electronic system was implemented by the Office of
Management and Budget in 2004 and should be compared with later Administrations’ counts
with caution.
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Additional measures of the regulatory burden include survey-based indi-
ces that allow regulations to be compared across countries. For example, the
World Bank’s worldwide governance indicators measure six dimensions of gov-
ernance, including regulatory quality. This measure captures “perceptions of
the ability of the government to formulate and implement sound policies and
regulations that permit and promote private sector development” (Kaufmann,
Kraay, and Mastruzzi 2011, 233). The World Bank also publishes Ease of Doing
Business rankings, calculating each country’s distance from benchmark econo-
mies (those that implement the best regulatory practices). Comparing these
rankings over time and across countries highlights the relative changes of each
economy’s regulatory scheme. In the most recent data, the United States was
6th out of the 190 rated countries in the Ease of Doing Business ranking, lagging
behind New Zealand, Singapore, Denmark, South Korea, and Hong Kong.

The Organization for Economic Cooperation and Development (OECD)
also publishes a series of regulation-related indices, including the Indicators
for Regulatory Policy Governance (known as iREG), Indicators of Regulatory
Management Systems, Product Market Regulation indicators, Competition
Law and Policy Indicators, Indicators for Employment Production, and the FDI
[Foreign Direct Investment] Regulatory Restrictiveness Index. Each measures
evaluates a different aspect of regulation. For example, the Product Market
Regulation indicators assess how regulation affects competition in the product
market, with the understanding that increased competition results in a more
robust economy and greater economic growth. Meanwhile, the FDI Regulatory
Restrictiveness Index measures statutory restrictions on FDI for more than 50
countries. This ranking relies on four measures: equity restrictions, screening
and approval requirements, restrictions on foreign personnel, and such other
restrictions as limits on land purchases and the repatriation on profits.

In one ranking in particular, the OECD Product Market Regulation indica-
tor, the United States tends to be more-regulated than its OECD peers. The
OECD’s calculations place the United States 27th out of 35 countries, behind
France, Chile, and the Czech Republic (Koske et al. 2015; see figure 2-4). This
suggests that the United States has the opportunity to exploit the gains from
deregulation in product markets.

Researchers typically use these indices to compare regulatory regimes
across countries. As long as the measurement error of the index does not
systematically vary across the countries included in the analysis, cross-country
analyses that draw on these regulation indices to make inferences about
growth will be as reliable as any other inference from cross-country data.

Aggregate Growth

Estimates of the impact of regulation on economic growth vary, not least
because estimated effects will depend on the category of regulation considered,
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Figure 2-4. Product Market Regulation, 2013 (35 OECD Countries)
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the nonrandomness of regulatory implementation or withdrawal, and possible
general equilibrium effects that complicate identification. Nonetheless, there is
evidence within the academic literature supporting the conclusion that higher
levels of regulation in the aggregate can result in lower economic growth.

Djankov, McLiesh, and Ramalho (2006) estimate that moving from
the 25th to the 75th percentiles on the World Bank’s Ease of Doing Business
Index increases average annual per capita GDP growth across 10 years by 2.3
percentage points. Loayza, Oviedo, and Servén (2010) and Jacobzone and
others (2010) similarly observe a negative relationship between regulation and
economic growth. An OECD study by Egert and Gal (2016), meanwhile, esti-
mates that a 0.31-point reduction in a country’s score on the OECD’s 6-point
energy, transportation, and communications indicator of regulatory intensity
in product markets is associated with a 0.72 percent boost to GDP per capita
over 5 years. The estimated effect rises to 1.02 percent over 10 years, and 2.09
percent in the long run. Egert and Gal also estimate that 0.30-point reduction
in a country’s score on the OECD’s 6-point employment protection laws indica-
tor of regulatory intensity in labor markets is associated with a 0.22 percent
increase in GDP per capita over 5 years, rising to 0.57 percent over 10 years and
1.83 percent in the long run.

Ciccone and Papaioannou (2007) measure the burden imposed by regu-
lation across countries by constructing a proxy for regulation’s red tape, which
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reflects the time it takes to start a new business in each country. They find that
responsiveness to industry-specific global demand shocks, as measured by
new firm entrants, increases as the volume of red tape decreases. Alesina and
others (2005) also find that more stringent regulation of product markets has
large and negative effects on aggregate investment. Finally, Justesen (2008)
observes that, in contrast to other variables plausibly determined by govern-
ments, the level of regulation is correlated with subsequent economic growth
in a panel of countries spanning the period from 1970 through 1999.

One primary channel through which increased regulation appears to
affect growth is through its effect on productivity growth. Exploiting a new
time series measure of the extent of regulation by the U.S. Federal government,
Dawson and Seater (2013) find that regulation lowers total factor productivity
(TFP) by distorting the mix of inputs in production, thereby adversely affect-
ing overall output growth. Bailey and Thomas (2017), meanwhile, find that
regulation may also affect productivity through its effect on firm entry and exit.
Using a fixed-effects model, they observe that industries with more Federal
regulation experienced fewer new firm births and slower employment growth
between 1998 and 2011, and that large firms are less likely to exit more heavily
regulated industries than small firms. More specifically, they estimate that a 10
percent increase in the intensity of regulation leads to a 0.47 percent reduction
in new firm births.

At the more local level, Hsieh and Moretti (2017) estimate that with
decreased zoning restrictions in three cities—New York, San Jose, and San
Francisco—the growth rate of aggregate output could have increased by 0.795
percent to 1.49 percent a year between 1964 and 2009, thereby increasing GDP
in 2009 by 8.9 percent. The authors find that zoning restrictions increased the
spatial misallocation of labor, with the result of lowering labor productivity
growth. Herkenhoff, Ohanian, and Prescott (2017) reach similar conclusions,
finding that U.S. labor productivity and consumption would be, respectively,
12.4 and 11.9 percent higher if all states moved just halfway from their current
land-use regulations to the current Texas level.

Although local zoning restrictions specifically may lie beyond the scope
of Federal policy, we can apply estimates from the academic literature on
regulation generally to create a back-of-the-envelope projection of the impact
of the current Administration’s deregulatory agenda. Because Egert and Gal
(2017) suggest that decreasing a country’s Product Market Regulation Index
by 0.31 (the typical decrease in an episode of deregulation in OECD countries)
would increase its GDP per capita by 1.02 percent within 10 years, we can apply
their estimate to moving the United States from 27th in the Product Market
Regulation Index to 1st. If the United States achieved the same level of product
market regulation as the Netherlands from structural reform, U.S. real GDP
would increase 2.2 percent over 10 years, assuming a constant population
growth rate and constant inflation. If the United States instead implemented
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the typically observed reform—decreasing its index by 0.31—U.S. real GDP
would increase by 1.0 percent over 10 years. And if the U.S. moved up the rank-
ing a few places to achieve Canada’s level of product market regulation, U.S.
real GDP would increase by 0.5 percent over the same time frame.

Business Dynamics

Evidence across sectors indeed appears consistent with what one would
expect if an increase in regulatory burdens were impeding the dynamism of
American business. Regulations that impose fixed costs on businesses double
as barriers that prevent new businesses from entering markets and competing
with established firms.

Trends across a number of indicators of business dynamism appear
consistent with what one would expect if regulatory burdens were increas-
ing, in a trend that favored large, well-positioned businesses over newer and
smaller firms. First, the net rate of new establishment creation in the United
States has trended downward over time (e.g., Decker et al. 2014; Hathaway
and Litan 2014). Second, the degree of competition appears to have decreased
in most industries in the United States (Gutierrez and Philippon 2017). And
this decrease coincides with an increase in firm profits coupled with stagnat-
ing investment; profits are rising, yet firms seem to be investing less in capital
assets that produce their goods and services. In particular, for companies
to invest in the United States, the break-even rate of return on a U.S. capital
investment must be higher than in alternative, lower-regulation jurisdictions.
If firms’ regulatory costs increase, fewer companies are likely to invest in the
United States. The economics profession is only beginning to develop an
understanding of the causes of these trends.

However, some evidence points to increases in Federal regulation as a
causal mechanism that could explain the apparent decline in new firm creation
and decrease in new firm dynamism. Bailey and Thomas (2017) exploit the
variation in regulatory trends across industries at the level of the four-digit
North American Industry Classification System code offered by the RegData
database. The baseline specification of Bailey and Thomas (2017) includes
year and industry fixed effects, allowing the isolation of variation in Federal
regulations that are idiosyncratic to a given industry within a given year—and
addressing the concerns raised by estimates of Federal regulations’ effects,
based only on variation across time. And according to the results from this
approach developed by Bailey and Thomas, an increase in Federal regulations
tends to decrease rates of new business entry. Bailey and Thomas also note
that large, established firms tend to be less likely to exit when their industry
has more regulation. Though the complexity of trends in the dynamism of
America’s businesses belies the possibility that any one piece of evidence
could have the final word, Bailey and Thomas nonetheless points to a causal
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link between the decline in U.S. start-up rates and competition and increased
Federal regulation.

Even if evidence for the relevance of government regulation to contem-
porary business dynamics may be new, the possibility that government regula-
tion would reflect the preferences of interest groups like those representing
established businesses rather than merely maximize aggregate social welfare
has a long history in the economics profession (Stigler 1971; Peltzman 1976;
Becker 1976). Meanwhile, measures of policy uncertainty have trended upward
over time since the 1960s, and additional research has documented that firms
appear to vary their lobbying expenditures and political donations in response
to fluctuations in political risk (Baker, Bloom, and Davis 2016; Hassan et al.
2017).

Also, according to new research, the existence of regulatory barriers
to entry that influence rates of business formation would have an impact on
more than the distribution of benefits between firms. Research suggests that
the contributions of firms to productivity tend to decrease rapidly as firm age
increases. Established businesses whose longevity may be prolonged by the
existence of regulations tend to make less of a contribution to productivity
than the new firms that could replace them, according to new research from
Alon and others (2017). They estimate that the aging of established firms
since 1980 had by 2014 lowered aggregate productivity to 3.1 percent below
the level where it would otherwise have been. To the extent that government
regulation has decreased start-up rates and prolonged the existence of estab-
lished firms—as Bailey and Thomas’s (2017) results suggest—then regulation
may have generated a causal contribution to the decline in productivity in the
United States.

Productivity

The influence of regulation on business dynamics, however, is only one of the
possible channels through which regulation can exert an effect on productiv-
ity. A useful measure for exploring these channels is TFP, which is the portion
of output not explained by the quantity of inputs, measuring how efficiently
and intensely inputs are used. Annual TFP growth for the private business sec-
tor averaged 1.7 percent from 1995 to 2005 but slowed down after the Great
Recession, growing 0.05 percent on average annually from 2007 to 2016. This
has been the slowest TFP growth rate of any recent business cycle expansion.
In 2016, TFP decreased 0.1 percent for the private business sector, its first
decline since 2009. Figure 2-5 illustrates these trends in TFP growth.

Although changes in productivity—both increases and decreases—have
been explained by a wide variety of factors, regulation has been shown to be an
important determinant of productivity (Baily 1986; Maddison 1987). Because
TFP is measured as the output per combined inputs, an increase in regulatory
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Figure 2-5. Total Factor Productivity Growth, 1990-2016
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costs results in an increased level of total inputs for the same level of output,
decreasing the ratio of output to inputs.

For example, hiring a compliance officer increases labor input, but may
not increase a firm’s output, as hiring a worker in another role would do. Thus,
the compliance burden lowers measurements of productivity by inducing firms
to allocate funds to compliance that generate no output included in the TFP
measure, rather than to output-generating activity included in the measure.
And CEA analysis suggests that the allocation of funds toward compliance is
nontrivial in magnitude. Using Bureau of Labor Statistics data on compliance
officer wages (Ruggles et al. 2017), CEA estimates that businesses spent $19.8
billion in 2016 on compliance officers’ wages—which constitutes a real increase
of 202 percent since 2000, with compliance costs growing an average of 7.16
percent each year.

Regulation can also result in disincentives to invest and innovate, further
decreasing TFP. If regulation diverts funding from otherwise productive uses
like innovation, regulation then limits a firm’s ability to increase efficiency
and output, and thus TFP. Finally, regulation can create barriers to entry that
reduce competition between firms. And without competition, a profit-maximiz-
ing firm may not be incentivized to innovate and increase its TFP to maximize
profit (Bloom, Draca, and Van Reenen 2016; Syverson 2004; Schmitz 2005).

The available empirical evidence suggests that regulation’s effect on
productivity can help explain industry-level trends over fairly long time
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horizons. For example, the regulations issued by the Occupation Safety and
Health Administration and the Environmental Protection Administration (EPA)
have been found to reduce productivity growth in the typical manufacturing
industry by 0.44 percentage point per year, accounting for over 30 percent of
the productivity slowdown in the 1970s (Gray 1987). These estimates are higher
than others that look at industries beyond manufacturing (Denison 1979;
Portney 1981; Norsworthy, Harper, and Kunze 1979; Christainsen and Haveman
1981; Crandall 1981). But they are in line with or smaller than results found
studying pollution control expenditures (Siegel 1979), changes in productivity
in the electric utilities sector from emissions regulation (Gollop and Roberts
1983), and the impact of occupational safety and health and environmental
regulations on the rate of productivity growth in Quebec between 1985 and
1988 (Dufour, Lanoie, and Patry 1998).

Additional evidence from the implementation of the Clean Air Act sug-
gests that regulation harms productivity. The act’s stricter air quality regula-
tions are associated with an almost 2.6 percent decline in TFP for manufactur-
ing plants, though the impact of regulations specifically governing ozone is
particularly large (Greenstone, List, and Syverson 2012). After controlling for
confounding price increases, output declines, and sample selection biases, TFP
decreases an estimated 4.8 percent due to the Clean Air Act, which is equiva-
lent to roughly $21 billion (in 2010 dollars) annually, or about 8.8 percent of the
manufacturing sector’s profits during the relevant period.

Although most contributions to the literature assessing the relationship
between regulation and productivity have focused on environmental regula-
tion, other types of regulation have also been shown to decrease productivity.
For example, the Sugar Acts of 1934, and their repeal in 1974, illustrate how the
rise and fall of regulation can influence productivity—productivity within the
sugar industry appears to decline upon the introduction of these regulations
and to rise upon their repeal (Bridgman, Qi, and Schmitz 2007, 2009).

Other research exploits variations across the OECD countries to examine
the effects of regulations on growth and productivity. In a panel of OECD coun-
tries, Bourlés and others (2013) find that anticompetitive, upstream regulation
in advanced economies causes a decrease in productivity in high-technology
sectors. An analysis of OECD countries by Barone and Cingano (2011) suggests
that less regulation leads to an increase in the value added to the economy by
private firms. Nicoletti and Scarpetta (2003, 26) find “empirical results [that]
seem to suggest sizable benefits from further progress in reforming the regula-
tory environment and in reducing the role of the state in business activities”—
at least in part because of the productivity channel.

In addition, regulation-caused delays in bringing products to market
can lead to decreases in investment in sectors with intensive research and
development that may be disproportionately likely to generate productivity-
enhancing innovations. For instance, policies limiting government uncertainty
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about regulatory approval in the pharmaceutical drug context could have
led to a more than doubling of medical research and development and could
increase the current share of healthcare spending by more than 3 percent of
GDP (Koijen, Philipson, and Uhlig 2016).

Employment

The impact of regulation on employment is, in theory, ambiguous. The burden
imposed on businesses may decrease the number of individuals employed.
But one can also imagine that compliance burdens may have an ambiguous
employment effect—if a firm is required, for instance, to hire new employees in
order to comply with new regulations. Indeed, some research has found little
effect of regulation on employment. However, other research suggests that
regulations can decrease employment, and some research even shows that
deregulation can specifically increase employment.

Some of the evidence indicates that, in certain circumstances, the
employment effects of regulation may be lesser in magnitude than one would
expect on the basis of the overall burden imposed by a new regulation on
business. For instance, Berman and Bui (2001a) find that though the par-
ticular regulations they study do impose large costs, the air quality regulations
enacted by the South Coast Air Quality Management District, which includes
and surrounds Los Angeles, have an effect on employment that is lesser in
magnitude than the overall burden imposed on businesses. They find similar
results regarding employment and larger effects of regulation on abatement
investment when looking at oil refineries (Berman and Bui 2001b). These
results are consistent with what one would expect if the regulations compelled
firms to reallocate resources away from their most productive use and toward
a less productive but labor-intensive use—the drop in employment is lesser in
magnitude than the drop in productivity.

Other research, however, finds an effect of regulation on employment
(List et al. 2003). For example, as a result of the Clean Air Act, pollutant emit-
ters in counties above a certain standardized pollutant level are subjected to
stricter regulatory oversight. These highly regulated counties, relative to less
regulated ones, lost close to 590,000 manufacturing jobs (Greenstone 2002). As
a result of the same act, the strengthening of emissions standards led to a 15
percent decline in the size of the newly regulated, pollution-generating sector
within 10 years (Walker 2011).

A period of deregulation undertaken in Portugal directly addresses the
effects of deregulation rather than increases in regulation on employment.
Analyzing this period in Portugal, Branstetter and others (2014) document
evidence of gains in employment and firm formation. They estimate that gains
accrue disproportionately to small businesses and to businesses in bricks-
and-mortar, low-technology sectors, such as agriculture, construction, and
retail. These results are consistent with a standard model of regulation as a
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fixed cost—the type of cost that larger firms can shoulder, but that drive small
firms out of business or prevent them from entering in the first place. Small
businesses suffer more from the costs of regulation, Branstetter and others’
(2014) results show. Portugal’s experience also demonstrates the benefits of
deregulation for employees as well as business owners; Fernandes, Ferreira,
and Winters (2014) document that Portugal’s deregulation increased the
returns to skills as well as the returns to the possession of a university degree.
To deregulate, this evidence shows, is to unleash the economic potential of
employees and owners alike.

Labor Mobility

Regulations also are imposed at the State and local levels. When such regula-
tions differ across localities or States, they can have a negative effect on labor
mobility, making it difficult for labor supply to respond to geographic differ-
ences in labor demand. Examples of such regulations include those pertaining
to land use and occupational licensing. Because regulatory barriers to labor
mobility undermine labor’s capacity to be allocated toward its most efficient
use, regulations of this type can have nontrivial macroeconomic effects.
Land-use regulations govern the private uses of land resources and
include housing codes, zoning ordinances, and building codes. In cities experi-
encing high growth and productivity, land-use regulations often restrict hous-
ing availability, increasing housing prices and limiting the number of potential
employees who can respond to the high labor demand. Exploiting variance in
construction costs across housing markets, researchers use the ratio of price-
to-minimum profitable construction cost to identify the impact of regulatory
construction constraints. A higher ratio indicates that the price of the house
cannot be explained by its physical construction costs and may be accounted
for by the regulatory burden imposed. In 2013, 26.4 percent of a sampling of
single-family houses were priced above minimum profitable production costs
by more than 25 percent. When looking at production costs at a metropolitan-
area level to account for unobserved variation, only three markets reported
median ratios of greater than 2, while 11 percent reported ratios between 1.25
and 2. In comparison, in 1985, over 90 percent of metropolitan areas reported
median ratios near or below 1, meaning that the share of the median price-to-
cost ratios by area that were above 1.25 increased from 6.4 percent in 1985 to
15.4 percent in 2013. These high ratios suggest that physical construction costs
cannot explain rising housing prices and instead point to the role of regulation
in limiting the supply (Gyourko and Molloy 2014; Glaeser and Gyourko 2017).
In an efficient allocation of labor, potential employees will move from
low-productivity regions to seek better opportunities in higher-paying, higher-
productivity regions (Ganong and Shoag 2016). If people are unable to move
to higher-productivity cities, low-productivity cities will have too many work-
ers, leading to overall lower aggregate employee output across all U.S. cities.
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Indeed, between 1965 and 2009, labor misallocation due to housing supply
constraints ended up lowering aggregate growth by almost 50 percent (Hsieh
and Moretti 2017). In addition to limiting aggregate employment inflows by
limiting the housing supply, housing prices that are rising in productive areas
due to regulation can then further deter low-skill migration by pricing houses
above low-skill employees’ budgets, leading to increased segregation based
on skills (Ganong and Shoag 2016). American workers’ proclivity to move is at
an all-time low (see chapter 3), implying that they are increasingly unlikely to
relocate in pursuit of labor market opportunities. Policy solutions to address
this weak mobility could include adjustments to land-use regulations that
would lower the price of housing and encourage a more robust alignment of
employees with jobs.

Occupational licensing is another geographically based regulation that
has an impact on labor mobility by varying licensing requirements by each
State. Occupational regulation generally requires individuals to file registra-
tion paperwork, acquire certification, or receive a license, often referred to as
“the right to practice” (Kleiner and Vorotnikov 2017). All forms of occupation
regulation can involve costs, but occupation licensing is typically the most
intense form of regulation, given that governments evaluate the legal qualifica-
tions of a given potential employee. Licensing laws make it illegal to practice a
given occupation without a license.

For example, California’s Board of Barbering and Cosmetology requires
1,600 hours of education and hands-on training to take a licensing test for cos-
metology. An additional 3,200 hours of apprenticeship and 220 hours of related
training are required for licensing. The adjacent State of Oregon requires 1,450
hours of education and training for hair design licensing and 350 hours for nail
technology, along with 150 hours of safety or infection control training and 100
hours of career development at a State-licensed career school. All potential
licensees must then pass a practical examination at one of these schools. A
California-certified cosmetologist is not authorized to practice in Oregon with-
out receiving Oregon’s certification, creating a barrier to mobility.

The share of the U.S. workforce in a licensed profession has steadily
increased. In the 1950s, less than 5 percent of the workforce was licensed,
compared with about 18 percent in the 1980s. By 2000, this had grown to at
least 20 percent; and in 2003, more than 800 occupations required licensing in
at least one State (Kleiner and Krueger 2013). In 2008, 35 percent of employees
across the United States were either licensed or certified by the government,
with 29 percent being licensed. A total of 85 percent of licensed employees
were required to take an exam, while almost 70 percent were required to take
continuing education courses (Kleiner and Krueger 2013).

Occupational licensing requirements impose both direct and indirect
costs, discouraging labor mobility by creating barriers to entry. For example, if
the costs of becoming licensed in a new State is less than the expected returns
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from moving, people will not relocate. A recent study found that greater regula-
tory harmonization affecting the accounting profession across the European
Union’s member countries led to increased international labor migration
in comparison with other professions (Bloomfield et al. 2017). In the United
States, occupations that experienced a decline in employment from 1990 to
2000, such as librarians and dietitians or nutritionists, faced a larger decline in
States where the occupations were licensed (Kleiner 2006). As with land-use
regulation, this lack of mobility creates inefficiencies by preventing workers
from moving to high-productivity areas.

These barriers to entry also create wage differences between licensed
and unlicensed employees. As both Adam Smith and Milton Friedman observe
in their descriptions of economic markets, occupational licensing creates
barriers to entry by imposing a quantity restriction on the labor supply that in
turn increases wages. An opposing view implies that wages increase because
licensing imposes a quality restriction on the labor supply, meaning that the
higher wage in this case reflects higher-quality employees. Although the evi-
dence is not clear on the quality or quantity driver in increasing wages, there
is strong evidence that wages increase as a result of licensing (Kleiner and
Krueger 2013; Gittleman and Kleiner 2016). And though wage increases can
signal a strong economy, wages that are artificially raised for some can come
at the cost of other employees losing their jobs or being excluded from the local
labor market.

The Trump Administration’s Initiatives

The Trump Administration has committed to reducing the burden of regulation
on the U.S. economy through the elimination of inefficient, duplicative, and
obsolete regulations that prevent beneficial economic activity. Rather than
suppressing the innovation and entrepreneurship that are central to America’s
economic growth, regulatory policy should instead simply administer the law
with respect for due process and fair notice. Toward this end, in 2017 President
Trump issued four EOs directing agencies to review current regulations. The
first, EO 13771, instructed agencies to repeal two regulations for every new
regulation and to ensure that the total incremental cost of all new regulations
does not exceed zero. EO 13772 provided core principles for regulating the U.S.
financial system that emphasized the priority of empowering individuals to
make informed, independent financial decisions. EO 13777 required agencies
to review all existing regulations in order to highlight excessive regulation. And
finally, EO 13783 focused on energy regulations, requiring agencies to review
existing regulations that potentially burden the development of domestically
produced energy resources. These orders have led to the identification of
economically beneficial deregulatory opportunities as well as a more careful
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examination of future regulations, as is evident in the Fall 2017 Unified Agenda
of Federal Regulatory and Deregulatory Actions.

The Unified Agenda—which is published by the Office of Information and
Regulatory Affairs, a unit of the Office of Management and Budget—provides
transparency to the public regarding anticipated Federal regulatory and
deregulatory policy. In this agenda, more than 60 cabinet, executive, and inde-
pendent agencies compile information on upcoming rules, long-term actions,
and completed actions. The Fall 2017 Unified Agenda reports that agencies
withdrew 635 proposed actions that had been included in the Fall 2016 Unified
Agenda. In the Fall 2017 Agenda, agencies also reclassified another 944 active
actions from the Fall 2016 Agenda as long term (700) or inactive (244). Inactive
regulations include those that are still being reviewed or considered. All these
actions reflect the Administration’s commitment to meaningful consideration
of regulations.

Of the new proposed rules and rules already under review, the
Administration published only 89 final rules (figure 2-6), about 42 percent of
the average number of final rules published annually during the past 10 years.'
Though these averages are inflated due to the fact that many administrations
substantially increase regulation in their last year in office, the number of
final rules published in 2017 is still about 46 percent of the average, when the
counts for the years 2008 and 2016 are removed. Many administrations also see
a decline in regulation in their first year. Still, the 2017 decline in the annual
number of economically significant rules published was the largest percentage
decrease since 2007, with 61 percent fewer than the previous year. The total
number of published final rules also fell at a faster rate than any other year
since 2007, signaling a dedication to eliminating excessive regulation.

The Fall 2017 Unified Agenda also outlines the regulatory goals for FY 2018
that reflect the regulatory outlook of the Trump Administration. For example,
the Department of the Interior intends to finalize 28 deregulatory actions, lead-
ing to a reduction in costs of more than $1 billion (in net present dollars). The
Bureau of Land Management, a part of the Interior Department, has proposed
repealing rules regulating hydraulic fracturing that duplicate State regulatory
efforts. The Department of Labor plans to streamline its approval process
for apprenticeship programs to help workers looking to participate in such
programs. The Department of Transportation plans to issue a rule that would
give passenger railroads increased flexibility in designing trains, including eas-
ing the regulatory burden for high-speed rail operation, which would increase
competition in the passenger train market. These deregulatory initiatives are
likely to reduce unnecessary burdens on individuals, businesses, and State and
local governments.

' Because the Office of Information and Regulatory Affairs frequently updates its data on its
website, www.reginfo.gov, these counts are estimated as of February 9, 2018.
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Figure 2-6. Final and Economically Significant Rules, 2007-17
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In his first EO, 13771, addressing regulation, President Trump instructed
administrative agencies to consider whether earlier regulations are unneces-
sary before creating new ones by repealing two prior regulations for every new
regulation. For example, the Department of Housing and Urban Development
recently announced a top-to-bottom review of its manufactured housing rules
to evaluate whether the compliance costs of these rules are justified given the
shortage of affordable housing. By requiring the removal of two regulatory
actions to offset the implementation of each new regulatory action, the “two-
for-one rule” limits future regulatory costs. In this way, agencies can ensure an
overall outcome of zero net costs, or even cost savings.

Both Canada and the United Kingdom have implemented similar pro-
cesses for administrative rulemaking. In 2012, Canada enacted a “One-for-One”
for regulatory requirement, while the United Kingdom imposed a “One-In, One-
Out” rule beginning in January 2011. Between 2012 and June 2014, Canada
removed 19 regulations, reducing the annual burden on businesses by over
C$22 million. Meanwhile, the U.K. government’s statistics suggest that its
initiative reduced business burdens by £963 million, and it has since changed
the rule to “One-In, Three-Out” through 2020 (Renda 2017). The academic
literature on the effectiveness of such efforts is limited, and both governments
have documented mixed results.

In complying with EO 13771, U.S. agencies outperformed the two-for-one
goal by issuing 67 deregulatory actions while only enacting 3 new regulatory
actions, a ratio of 22:1. These actions achieved $8.1 billion in cost savings
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in present value terms, or $570 million per year. The Administration aims to
continue its deregulatory agenda in 2018, with Federal agencies planning to
complete four deregulatory actions for every new regulatory action. Agencies
anticipate that this will save $9.8 billion, or $686.6 million per year in every year
that agencies adhere to the 2018 regulatory cost caps.

In response to EO 13772—which was signed on February 3, 2017—the
Department of the Treasury has issued three reports and plans on issuing a
fourth. The first report was released on June 12, 2017, and discussed regula-
tion pertaining to the depository system, banks, savings associations, and
credit unions of all sizes, types, and regulatory charters (i.e., the Banking
Report). The second report was released on October 6, 2017, and discussed
regulation pertaining to capital markets, including debt, equity, commodities
and derivatives markets, central clearing, and other operational functions (the
Capital Markets Report). The third report was released on October 26, 2017,
and discussed regulation pertaining to the asset management and insurance
industries, and retail and institutional investment products and vehicles (the
Asset Management and Insurance Report). The final report will discuss the
regulation of nonbank financial institutions, financial technology, and financial
innovation.

The Banking Report outlined five reforms key to achieve a less burden-
some regulatory system: improve regulatory efficiency and effectiveness by
evaluating duplicative regulations across numerous agencies; better align the
financial system to support the U.S. economy; reduce the regulatory burden
by decreasing unnecessary complexity; tailor the regulatory approach to firms’
size and complexity and better coordinate these efforts across regulations; and
align regulations to support market liquidity, investment, and lending.? The
report also makes specific recommendations to improve legislation, regula-
tions, and policy that run counter to President Trump’s core principles outlined
in EO 13772. In keeping with these principles, therefore, the report emphasizes
the need to refine, consolidate, and better define financial regulations across
agencies to reduce the outsized costs imposed on smaller banks and create a
more harmonized financial regulatory environment. As of December 2017, the
Senate is considering legislation to raise the threshold to which many of the
more onerous banking regulations apply.

The Capital Markets Report provides specific recommendations for
changes in legislation, regulation, and policy in order to support U.S. capital
markets. Recommended changes are intended to promote access to capital for

2 The depository system is affected be regulations issued by, among others, the Financial
Stability Oversight Council, the Board of Governors of the Federal Reserve System, the Office

of the Comptroller of the Currency, the Consumer Financial Protection Bureau, the Securities
and Exchange Commission, the Federal Deposit Insurance Corporation, the Commodity Futures
Trading Commission, the Federal Housing Finance Agency, and the National Credit Union
Administration.

Deregulation That Frees the Economy | 97



all types of companies, including small and growing businesses, by reducing
regulatory burdens and improving market access; fostering robust secondary
markets in equity and debt; appropriately tailoring regulations on securitized
products to encourage lending and risk transfer; recalibrating derivatives
regulation to promote market efficiency and effective risk mitigation; enabling
proper risk management for central counterparties and other financial market
utilities in recognition of the critical role they play in the financial system;
rationalizing and modernizing the U.S. capital markets regulatory structure
and processes; and advancing U.S. interests by promoting a level playing field
internationally.

The Asset Management and Insurance Report provides specific recom-
mendations for changes in legislation, regulation, and policy in order to support
the U.S. asset management and insurance industries. Recommended changes
are intended to promote efficient regulation by adopting a principles-based
approach to liquidity risk management rulemaking for registered investment
companies; instituting a “plain vanilla” rule for exchange-traded funds that
allows new entrants to avoid the cost and delay of obtaining individual exemp-
tive orders; modernizing shareholder reports to permit the use of implied con-
sent for electronic disclosures; realigning the Federal Insurance Office around
five pillars, including the promotion of the U.S. State-based insurance regula-
tory system and the U.S. insurance sector; recommending that the Federal
Reserve Board leverage the information that is received by State insurance
regulators and the National Association of Insurance Commissioners from sav-
ings and loan holding companies, and recommending that the Federal Reserve
Board harmonize its financial reporting and recordkeeping requirements
with corresponding State regulatory requirements; encourage the States to
expeditiously pass uniform legislation regarding data security and breach noti-
fications for insurers; and improving coordination and collaboration among
federal agencies and State insurance regulators on insurance issues.

On February 24, 2017, President Trump signed EO 13777, which requires
Federal agencies to review all existing regulations and identify and revise those
that meet criteria to isolate inefficient regulations. These include regulations
that eliminate jobs, that are outdated or ineffective, that impose costs in excess
of their benefits, that interfere with other regulatory reform initiatives, or that
are the result of since-rescinded EOs. Agencies are asked to make recom-
mendations regarding these regulations and consider combining overlapping
regulations. For example, the Department of Defense identified approximately
500 regulations that are subject to review under EO 13777 and that apply to
everything from real estate to flood control. A notice of these regulations was
then published in the Federal Register, providing the public with the oppor-
tunity to comment on their effectiveness. These regulations are now being
reviewed by a Department of Defense task force, which will then offer recom-
mendations to the Secretary of Defense in the coming year. With his approval,
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these recommendations—including actions to repeal, replace, or modify these
identified regulations—will be implemented.

Similar actions are taking place in other U.S. Federal departments. Each
component within the Department of Homeland Security has designated a
senior official to oversee their component’s regulatory reform efforts and
report to a task force that oversees the department’s deregulation efforts. Like
the Department of Defense, the EPA issued a Federal Register notice evaluating
existing regulations and received over 460,000 public comments. The EPA also
created a Regulatory Reform Task Force to coordinate public input with regula-
tion recommendations.

The Trump Administration has also applied its deregulatory philosophy
specifically to energy production. EO 13783 encourages energy independence
by both promoting the clean and safe development of U.S. energy resources
and avoiding unnecessary regulatory burdens. This EO requires agencies to
review all existing regulations and similar agency actions that could burden
the development or use of U.S. energy resources, including natural gas, coal,
and nuclear energy resources. After review, agency heads have been required
to submit recommendations that could alleviate or eliminate any unnecessary
regulation burden on domestic energy production. As with EO 13777, these
recommendations have included suspending, revising, or rescinding unneces-
sary regulations. For example, the “Waters of the United States” rule, which
would have greatly expanded the purview of the Clean Water Act and imposed
significant regulatory burdens on both America’s farmers and ranchers and its
energy producers, is also undergoing review and potential replacement.

In addition, the Administration has taken a number of steps to allow
American firms to harness the economic value of America’s coal reserves for
themselves and for their employees. Pursuing the energy dominance agenda
of EO 13783, the department also revoked a previous moratorium on new
leases for coal production on Federal land—estimated by the U.S. Department
of the Interior (2017) to produce about 40 percent of America’s coal. Although
there are many exacerbating factors besides changes in regulations, the coal
industry has responded as expected. According to 2016 and 2017 data from
the Energy Information Administration, coal mining employment increased 2.4
percent year-on-year from November 2016 to November 2017, and coal exports
in the first two quarters of 2017 rose by more than 55 percent above their 2016
level.

The Department of the Interior has also worked to streamline the
application and permitting process for oil and gas wells on Federal lands. In
December, the Administration repealed a regulation covering hydraulic frac-
turing (“fracking”) on federal lands, on the grounds that it was unnecessary,
burdensome, and duplicative of existing State and some tribal regulations.
Other efforts include an ongoing review of new regulations for venting and
flaring natural gas at well sites located on Federal lands. Other mechanisms
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have also addressed regulatory burdens—a Department of the Interior solici-
tor’s opinion reversed Obama-era guidance on criminal penalties under the
Migratory Bird Act, which removes a substantial risk for the development of
wind energy resources.

Finally, fulfilling the pro-growth agenda envisioned in EO 13783, the EPA
has taken multiple steps to evaluate and decrease its regulatory burden. In
October 2017, the EPA proposed the repeal of the Clean Power Plan in order to
alleviate the burden it would impose on America’s job creators and consumers
(EPA 2017). The EPA estimates that this plan’s repeal could lower compliance
costs in 2030 by as much as $33 billion, with these cost savings passed along to
businesses and consumers in the form of lower electric bills.

As part of the review process for EO 13783, and in coordination with
efforts to address EO 13777, the EPA has also identified four key initiatives
to reduce the unnecessary burden of these regulations: comprehensive New
Source Review reform, National Ambient Air Quality Standards reform, evalua-
tion of the employment effects of EPA regulations, and a sector-based regula-
tory outreach program. Specifically addressing EO 13783, the EPA created its
Smart Sectors program to better coordinate its efforts with industry stakehold-
ers on regulatory developments, with the understanding that smart regulation
requires improved relationships with the regulated community. For example,
as part of Smart Sectors, EPA sector liaisons are focusing on building relation-
ships with sectors and improving customer service for them, improving exper-
tise vis-a-vis industry’s specific factors, and using this information to better
inform future regulatory directions. The overall goal is to engage stakeholders
early in the development of policy through collaborative problem-solving—an
approach that will improve environmental outcomes.

Along with EO 13783, this Administration has encouraged energy devel-
opment by facilitating the construction of the Keystone XL pipeline, which
would transport Canadian crude oil to U.S. refineries. In March 2017, the U.S.
Department of State issued a Presidential permit to TransCanada, which
enabled construction of the pipeline to proceed. This permit is necessary for
the construction, connection, operation, and maintenance of facilities export-
ing or importing petroleum products between the United States and foreign
countries. Though the Keystone XL Pipeline is far from complete, and regula-
tory hurdles at the State level remain, the final Presidential permit removed a
cloud of uncertainty that had surrounded the project.

Through this Administration’s efforts, including its EOs and Federal agen-
cies’ resulting actions, it has taken steps to reduce economically inefficient
regulation. The Administration’s EOs discussed above require regulators to
critically examine both existing and potential regulations. With the adoption of
task forces and programs such as Smart Sectors, agencies are actively seeking
to remove costly regulations and create new, beneficial regulations with the
assistance and knowledge of field experts. The effects of this work are already
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evident, with the significant slowing down of proposed regulations and increas-
ing deregulatory efforts. In the coming year, the effects of the Administration’s
actions will continued to be felt, given that many agencies have only begun
suspending, revising, or rescinding unnecessary regulations.

Conclusion

Government regulation pervades the lives of ordinary Americans, making an
impact on decisions made by both firms and individuals. Regulations have
intended benefits, along with expected and unexpected costs. Though indi-
vidual regulations may be expected to generate net benefits when imposed,
the economics literature contains a multitude of studies providing evidence
that individual regulations can generate unexpected costs that are larger than
the realized benefits. These costs accrue in the form of dampened growth,
diminished capital formation, stunted business dynamics, hampered produc-
tivity, decreased employment, and lower labor mobility. As regulation in the
United States has marched upward in recent years, many of these maladies
have been manifested in the U.S. economy.

The Trump Administration, however, has prioritized the elimination of
unnecessary regulations in the U.S. economy. The Administration’s specific
and far-reaching actions will ensure that only those rules that provide ben-
efit in excess of their costs will be imposed on Americans. The record of the
Administration’s first year reflects these efforts, because the number of deregu-
latory actions that eliminate unnecessary and harmful regulations exceeds
the number of new regulations. These actions will reduce the costs imposed
on America’s businesses and employees, significantly expanding economic
opportunities.
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Chapter 3

Labor Market Policies
to Sustain the Middle Class

The Great Recession of 2007 to 2009 sharply reduced what the middle class
earned from work. By 2016, the household labor earnings of the median
American were still below their prerecession high of nine years earlier, despite
the fact that the recession had officially ended in 2009. This unprecedent-
edly slow recovery, especially for middle-class labor incomes, is perhaps the
primary economic problem our Nation faces. While labor incomes stagnated,
a marked increase in net government transfers (government benefits received
minus taxes paid) to some degree offset the decline in the median American’s
household income from all sources between 2007 and 2016, finally even sur-
passing its prerecession high in 2016. But without substantial increases in eco-
nomic growth, this level of redistribution is unlikely to be sustainable. Clearly,
the best possible outcome is for labor incomes to return to normal levels of
growth. In the interest of guiding policymakers in their efforts to stimulate such
a recovery, this chapter takes a deep dive into describing the recent failure of
American labor markets to deliver the prosperity to which Americans had previ-
ously grown accustomed. The patterns this chapter describes will clarify the
motivation of many of the Administration’s policy initiatives that this Report’s

other chapters discuss.

Why have American workers had the worst labor earnings experience in modern
history for the past nine years? As chapters 1 and 2 discuss, the Administration’s
actions on tax and regulatory reforms will stimulate lagging economic growth
and increase the demand for workers, addressing this key factor—as will

rebuilding our Nation’s infrastructure, as outlined in chapter 4.
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However, other factors are important as well, and these will become clear
from the evidence this chapter presents. Reductions in the disincentives to
work—alongside increased enforcement of work provisions and eligibility
requirements in the country’s welfare programs—are also needed. Continued
government transfers mean that some prime working age Americans find
themselves facing a trade-off between staying on the sidelines, while continu-
ing to receive government transfers, and coming back to work, which would

result in a forfeiture of those entitlements.

This Administration is also deploying other supply-side tools. Policies that
enable workers to get retraining to meet current market needs through appren-
ticeships and other programs will encourage work. Stemming the opioid crisis
and enacting policies to better connect workers with jobs, including broadband
access and improvements in geographic mobility, would also increase the
labor supply. Other pro-work policies proposed by this Administration, such as
paid family leave for new parents, should also raise the long-run probability of

parental employment.

The experience of older Americans who are now staying in the workforce longer
indicates that government policies can indeed affect decisions to work, and
that demography need not be destiny. Public policies enacted since the 1980s
with respect to retirement have played an important role in incentivizing work
at older ages—for instance, by raising the age at which full Social Security ben-
efits can be claimed and ending the earnings test at that age for those who wish
to continue working while receiving benefits. Eliminating the earnings test for
workers between age 62 and normal retirement age would likely also increase
participation. Policy may also help nudge employers to fill the unmet demand
of older workers for jobs with flexible, reduced hours as a gradual entry into

retirement in lieu of full nonparticipation by these workers.

Finally, younger workers have become increasingly detached from the labor
force. Although more teens are enrolled in school, evidence suggests this

group, relative to 10 years earlier, spends more time on unproductive activities,
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neither at work nor in school. Early employment can be especially critical for
the life prospects of lower-income American teenagers, and policy efforts to
encourage the integration of practical labor force training into high school
programs may help stem this tide by providing teens with employment and

occupational direction early on.

Because past public policies are responsible for some of the drag on employ-
ment growth, changes in these policies can be important mechanisms for
getting workers off the sidelines and again fully participating in our economy
and enjoying its benefits. A coordinated effort encouraging people to do this
could—as the economics literature we describe below suggests—significantly
reinforce the positive effects of labor demand policies, such as the major tax

reform just passed.

wo measures of the United States’ economic success are its rate of real

economic growth, and how this growth translates into resources for the

average American.' This chapter begins by documenting trends in real
GDP growth from quarterly U.S. National Accounts data. We measure the peak-
to-trough-to-peak average rate of growth within each business cycle, starting
with the first post-World War Il cycle and continuing through the current one,
which began in December 2007. This method disentangles cyclical changes in
output from long-term, secular trends in economic growth.

To determine how these secular GDP growth patterns have translated
into resources for the American middle class since 1948, we first follow the
literature and use GDP divided by the total U.S. population, or per capita GDP,
as a measure of individual well-being. GDP is the most common measure of
aggregate economic growth, and GDP per capita has historically been the most
common way to estimate how this growth is distributed to the average person
(Jorgenson, Landefeld, and Schreyer 2014). But a growing body of literature
(e.g., Atkinson, Marlier, and Guio 2016; Nolan, Roser, and Thewisen 2016)
argues that the income of the median person (i.e., the person whose income is
exactly at the 50th percentile—above half the population, and below the other

! We use the Bureau of Economic Analysis (BEA) GDP price deflator in all this chapter’s graphs
that are related to aggregate GDP values. We use the Consumer Price Index Research Series
(CPI-U-RS) (Stewart and Reed 1999) in all the graphs related to ASEC-CPS data. We do so because
these are the standard deflators used in the income inequality literature. However, we test the
sensitivity of our results using the PCE Price Index, which is a chain-type price index. We use this
price index rather than the Chain CPI, which only begins in 1990, because it has been available
since 1947. Our main findings are not sensitive to this deflator choice.
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half) is a better way to estimate how yearly resources produced via GDP are dis-
tributed to “the middle class” (box 3-1).% This is especially true when, over time,
systematic changes in income inequality across the entire income distribution
could cloud interpretations of mean GDP.?

It is easy to envision where this middle (median) person is in the income
distribution, but it is far more difficult to identify this person’s income using
aggregate data. The share of GDP going to specific individuals and the house-
holds in which they live cannot be directly determined from aggregate data. To
do so, the economics literature has turned to survey data.*

The longest continuous series of cross-sectional data providing informa-
tion on the economic resources that, over a given year, flow to individuals and
the households in which they live comes from the Annual Social and Economic
(ASEC) Supplement to the Current Population Survey (CPS). It is a nation-
ally representative annual survey of 60,000 households and approximately
200,000 individuals who live in them conducted by the U.S. Census Bureau.
In this chapter, for each year since 1979, we show the sensitivity of trends in
median income to alternative measures of income (e.g., wage earnings, market
income, and disposable income), of the sharing unit over which that income
is shared (e.g., only the individual who receives it, the tax unit, family, and
household), and the unit of analysis (e.g., individuals, tax units) one uses to
determine the median.

2 “Middle class” is a term of art that potentially has many definitions. Here we focus only on two:
the mean and median of the total population of the United States. Other measures are possible.
The main results given in this chapter, in figures based on data from the Current Population
Survey, are not sensitive to using the mean value of the middle quintile.

3 We use median income because it is not as sensitive as mean (per capita) income to both
changes in the income distribution over time—e.g. substantial increases in the share of income
held by the very top of the distribution—and to the under coverage of income at the two tails

of the distribution in survey data. This latter point is important because the U.S. top income
literature finds that insufficient income from top income groups is captured by the ASEC-CPS (see
Atkinson, Piketty, and Saez 2011) and the U.S. poverty literature finds that this is also the case at
the bottom of the distribution due to under coverage of government transfers (see Meyer, Mok,
and Sullivan 2015). In addition, because a major task of this chapter is to provide better ways to
measure how resources are distributed to the average American than by simply using GDP per
capita, we focus on the median American rather than some subset of Americans by age in the first
part of our analysis. We do, however, look at different labor force participation outcomes by age,
sex, and education later in the chapter.

* Efforts are now ongoing to do so by assigning aggregate data from the National Accounts to
administrative tax record data; see Piketty, Saez, and Zucman (2016). However, as detailed

later in the chapter, such efforts still rely on the tax unit as the sharing unit. They also do not
follow the Canberra Group’s (2011) criteria with respect to capturing all persons in the tax unit,
including dependents, so that a country’s entire population is accounted for. See Larrimore et al.
(2017), as well as Auten and Splinter (2017), for recent critiques of the methods used by Piketty
and Saez (2003) and Piketty, Saez, and Zucman (2016). In their critiques, the authors begin with
the personal income tax record-based data used by Piketty and Saez (2003). But they then
substantively add to these data. This allows them to first make like-to-like comparisons and then
to show the sensitivity of Piketty and Saez-style results to alternative measures of income.
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Box 3-1. Who Is in the Middle Class?

Despite its frequent use in policy debates, there is no universally agreed-upon
definition of the term “middle class.” According to the U.S. Census Bureau,
in 2016 the median household had $59,039 in income (Semega, Fontenot,
and Kollar 2017). That is, half of all U.S. households had incomes below this
amount, while the other half had incomes above this amount. Meanwhile, in
2016 the average (mean) income of American households was $83,143. This
average is higher than the median income because the distribution is not
symmetric, as is evident in figure 3-i.

Although the median identifies the household exactly in the middle of
the income distribution, it does not identify which other households should
belong to the middle class. One approach is to include the middle quintile—
the 10 percent of households directly below the median and the 10 percent
of households directly above it. In 2016, the middle quintile in the U.S. had
roughly $45,000 to $75,000 in annual income; 40 percent of U.S. households
had income less than the lower end of the range ($45,000), and 40 percent had
income more than the top end of the range ($75,000).

It is notable that this statistical definition of the middle class is much
narrower than Americans’ self-perceptions of their own economic situations.
According to a study by the Pew Research Center (2015), almost 90 percent

Figure 3-i. U.S. Household Income Distribution in 2016
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Note: Middle quintile range (shaded yellow) is an estimate. Data are right-censored at $200,000.
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of Americans consider themselves to be either lower-middle, middle, or
upper-middle class, with almost half (47 percent) considering themselves to
be exactly middle class (figure 3-ii). Only 1 percent consider themselves upper
class, according to Pew, while 10 percent consider themselves lower class.

Figure 3-ii. Self-Reported Economic Class of Americans (percent),
2015

M Lower class B Lower middle class H Middle class
B Upper middleclass ~ ® Upper class
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Source: Pew Research Center (2015).
Note: Responses of “do not know” are not shown (figure percentages add up to 98%).

We find that average growth in real GDP and real GDP per capita are
lower during the current business cycle than during any other post-World War
Il cycle. The story for real median income is more nuanced. The fall in median
labor earnings during the Great Recession (2007-9) was deeper than during all
other recessions after World War I, but government tax and transfer policies
greatly offset this decline. Using our preferred measure of median income—the
household size-adjusted, after-tax and after-transfer income of persons (real
disposable income)—we find that it took nine years (2007-16) before median
income returned to its 2007 level, just before the start of the Great Recession.
This feat, which has been achieved in each business cycle since 1979, was
accomplished most slowly in the current cycle.

In contrast, our median income measure that only includes the income
derived from work by all members of the median tax unit—the labor earnings
of the median tax unit—is still well below its level at the start of the business
cycle. This was also the case for this measure of median income during the
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2000-2007 business cycle. Hence, in 2016, the labor earnings of the median tax
unit remained substantially below its 2000 high point. This income measure,
which uses the tax unit rather than the household as both its sharing unit and
its unit of analysis, is commonly used in the tax record-based literature.

The failure of this tax record-based measure of median income to
return to 2000 levels is somewhat muted when we use our preferred measure
of median labor income—the household size-adjusted labor earnings of the
median person. Using this survey-based measure of income which uses the
household as its sharing unit and the person as its unit of analysis, median
laborincome was only slightly lower at the end of the 2000-2007 business cycle
than at its beginning. And, thanks to substantial growth in 2015 and 2016, the
household size-adjusted labor earnings of the median person in 2016 are now
well above those for the Great Recession trough year of 2009 but still noticeably
below the level at the start of the 2007 business cycle.

Using shift-share analysis, Larrimore, Burkhauser, and Armour (2015)
account for changes in the household size-adjusted after-tax and after-transfer
income of persons (i.e., real disposable income). In doing so, they show that
unlike previous business cycles since 1979, the declines in the household
size-adjusted labor earnings of persons during the recession periods of the
first two business cycles of the 21st century predominantly came from declines
in employment rather than declines in earnings conditional on employment.
We come to a similar conclusion. Using aggregate statistics on employment
from the monthly CPS and earnings from the Establishment Survey, both series
maintained by the Bureau of Labor Statistics (BLS), we show that the Great
Recession was a downturn with more substantial employment effects than
previous downturns.

The lack of a return to the employment-to-population rates (where the
population is age 16 years and over) that prevailed at the start of the Great
Recession, even eight years after the end of the recession in 2009, is partially
demography-driven. We provide perspective on the important changes in
labor force participation rates by gender and age that account for declines
in the overall employment-to-population rates of those age 16 and over that
we are now observing. As the members of the Baby Boom generation, those
Americans born in the post-World War Il era through 1964, have moved into
“retirement ages,” the overall participation rate has drifted downward. This
movement of the Baby Boom generation into older ages has greatly increased
the share of older persons in the overall population, and the employment rates
of older persons remain below those of younger persons. The aging of this
group first began to contribute to an overall decline of the participation rate in
2008; after the remainder of this cohort moves into retirement, the participa-
tion rate will stabilize. Partially offsetting the aging effect since 2008 are the
increased employment rates of older persons, as discussed later in the chapter.
Further, the incomplete recovery of overall employment rates to pre-2000
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levels is not simply the story of the aging Baby Boom generation, because,
unlike those over the age of 55, the labor force participation and employment
rates of prime-age workers remain below those in 2007, immediately before
the Great Recession.

Because of these factors, we expect that the negative contribution of
the Baby Boom generation to GDP growth will wane over the next 10 years.
Further, policies that increase the labor force participation rate of all workers
would have a material impact on long-run economic growth. For example, a
combination of policies and economic conditions that return the prime-age
participation rate to the rate apparent in 2007 (still well below the rate appar-
ent in 2000) would return about 1.7 million U.S. workers to the labor force over
10 years and raise the overall participation rate by 0.065 percentage point per
year, resulting in a 0.1-percentage-point increase per year in the rate of GDP
growth over the next 10 years.

In the rest of this chapter, we examine these employment dynamics more
closely, separately analyzing the labor force behavior of the population 55 and
over, of young persons (16-24), and of prime-age workers (25-54). We argue
that demography is not destiny, and that the labor force participation rates of
these groups are not only sensitive to economic growth and the accompanying
cyclical changes in the demand for their services, but also to changes in tax and
transfer policies that encourage them to increase or decrease their supply of
labor to the economy.

Trends in GDP and GDP per Capita
across the Business Cycles

Figure 3-1 reports real GDP by quarter and the average annual real GDP
growth rate for each of the nine post-World War Il business cycles, begin-
ning in the fourth quarter of 1948 (hereafter, 1948:Q4, etc.). We collapse the
double-dip recessions of 1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as
1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into single peak-trough-peak periods
of the late 1950s and 1980s respectively. The average yearly GDP growth
rate for each business cycle—as defined by the National Bureau of Economic
Research (NBER)—is measured from peak to peak, and the shaded areas of
figure 3-1 identify the beginning and ending peak of each business cycle.
Although a rule of thumb for the start of a recession is often described as two
or more consecutive quarters of negative GDP growth, the NBER committee’s
procedure for identifying turning points differs from this rule in a number of
ways. As the NBER (2010) committee states:

First, we do not identify economic activity solely with real GDP and real GDI
[gross domestic income], but use a range of other indicators as well. Second,
we place considerable emphasis on monthly indicators in arriving at a

110 | Chapter 3



Figure 3-1. Level of Real GDP and Peak-to-Peak Average Real GDP

Growth, 1948-2017
e Real GDP (left axis)

== Average annual real GDP growth (right axis)
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Sources: National Bureau of Economic Research (NBER); Bureau of Economic Analysis (BEA); CEA
calculations.

Note: Shading denotes NBER business cycle. CEA collapsed the double-dip recessions of
1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into
single peak-trough-peak periods of the late 1950s and 1980s, respectively. The BEA GDP price
deflator is used to convert current to real dollars.

1945 1955 1965

monthly chronology. Third, we consider the depth of the decline in economic
activity. Recall that our definition includes the phrase, “a significant decline
in activity.” Fourth, in examining the behavior of domestic production, we
consider not only the conventional product-side GDP estimates, but also the
conceptually equivalent income-side GDI estimates. The differences between
these two sets of estimates were particularly evident in the recessions of
2001 and 2007-2009 (for more details, see NBER 2010).

Although GDP growth has been positive over all nine business cycles,
the average yearly growth from peak to peak has greatly varied, as reported in
figure 3-2. The greatest average growth in GDP occurred during the first post-
World War Il business cycle (1948:Q4-1953:Q2)—5.5 percent a year. But average
growth fell to 2.6 percent during the 1950s business cycle (1953-1960:Q2).
Average yearly GDP growth then rose to 4.5 percent during the 1960s business
cycle (1960-69:Q4), far surpassing average growth in the 1950s. Growth fell
to 3.7 percent during the 1969-73:Q4 business cycle of the early 1970s, and
further still, to 2.9 percent, from 1973 to 1980:Q1. But then came two decades
of economic growth greater than 3.0 percent. Average GDP growth increased
to 3.1 percent during the 1980s business cycle (1980-90:Q3), and to 3.3 percent
during the 1990s business cycle (1990-2001:Q1). Average GDP growth then fell
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Figure 3-2. Average Annual Real GDP Growth Rates during Business

Cycles, 1948-2017

Peak-to-peak NBER business cycles
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Sources: National Bureau of Economic Research (NBER); Bureau of Economic Analysis (BEA); CEA
calculations.

Note: CEA collapsed the double-dip recessions of 1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well
as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into single peak-trough-peak periods of the late
1950s and 1980s, respectively. The BEA GDP price deflator is used to convert current to real
dollars.

Figure 3-3. Real GDP Growth Rates, 1948-2017

Quarterly real GDP growth (seasonally adjusted at an annual rate)
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Sources: National Bureau of Economic Research (NBER); Bureau of Economic Analysis (BEA); CEA
calculations.

Note: Shading denotes NBER business cycle. CEA collapsed the double-dip recessions of
1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into
single peak-trough-peak periods of the late 1950s and 1980s, respectively. The BEA GDP price
deflator is used to convert current to real dollars.
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Figure 3-4. Average Annual Real GDP per Capita Growth Rates over
Business Cycles, 1948-2017

Peak-to-peak NBER business cycles
1948:Q4-1953:Q2
1953:Q2-1960:Q2
1960:Q2-1969:Q4
1969:Q4-1973:Q4
1973:Q4-1980:Q1
1980:Q1-1990:Q3
1990:Q3-2001:Q1
2001:Q1-2007:Q4
2007:Q4-Present 0.7
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Average annual growth rate during
peak-to-peak NBER business cycles (%)

Sources: National Bureau of Economic Research (NBER); Bureau of Economic Analysis (BEA); CEA
calculations.

Note: CEA collapsed the double-dip recessions of 1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well
as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into single peak-trough-peak periods of the late
1950s and 1980s, respectively. The BEA GDP price deflator is used to convert current to real
dollars.

to 2.6 percent during the 2001-7:Q4 business cycle, before collapsing to 1.4
percent over the current, ongoing business cycle (2007-present) that includes
the Great Recession years (2007-9:Q2) and the long, but relatively slow, quar-
terly growth in GDP through 2017:Q4, the latest quarter of data at the time of
this writing.> As can be seen in figure 3-3, though there were several quarters
of very small positive growth (under 1.0 percent), and even two quarters of
negative growth, during the period from 2009:Q3 to 2014, quarterly economic
growth has picked up since then, and especially in 2015 and 2017.

Figure 3-4 reports average annual growth rates in GDP per capita for each
of the nine NBER-defined post-World War Il business cycles described above.
Annual growth rates are lower for GDP per capita because the United States’
population has increased each quarter since 1948. But the general trend in real
growth in GDP per capita during business cycles over the nine business cycles
is the same as that of real GDP. The highest post-World War Il average business
cycle growth rate in GDP per capita occurred during the first postwar business

5 The current business cycle, which began in 2007:Q4 and is ongoing as of the publication of this
report (2017:Q4), is 9 years long, approaching the longest on record, the 9.5 year business cycle of
the 1960s. The business cycle is not yet complete, and average growth rates for the cycle will rise
provided growth in the upcoming years is higher than the 1.4 percent per year apparent in Figure
3-2. But the long cycle implies that each additional year of growth will have a more muted impact
on the average than would be the case under a shorter cycle.
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cycle (3.8 percent). It faltered in the 1950s, to 0.8 percent, before rising to its
second-highest point (3.1 percent) during the 1960s business cycle. Average
growth in GDP per capita again faltered in each of the two business cycles
of the 1970s, and especially during the 1973-80 business cycle (2.6 and 1.8
percent, respectively). But it then rose from this late 1970s average low during
both the 1980s (2.1 percent) and 1990s (2.1 percent) business cycles, before
once again declining during the 2001-7 business cycle to 1.6 percent—and
dramatically falling to 0.7 percent during the current, ongoing business cycle.
This is the lowest average business cycle growth rate in GDP per capita during
the postwar era.

Median Income Trends across Business Cycles

Economic growth, measured in aggregate or per capita terms, indicates prog-
ress in delivering more resources to a nation’s economy. How this progress
translates into resources for the middle class, however, depends on how gains
are distributed across the population. Household survey data are the usual
source for monitoring income and its distribution—at the household, family,
and individual levels. Each year the U.S. Census Bureau uses household sur-
vey data to derive its official statistics on income and poverty. (See Semega,
Fontenot, and Kollar 2017 for the most recent available year in this series.)
Household survey data are also the basis for cross-national comparative stud-
ies and are the source for most other distributional analyses, such as those
done by the Organisation for Economic Cooperation and Development (OECD
2008, 2011, 2015). The definitions that underlie the way that income questions
are asked in these household surveys provide best-practice measures of per-
sonal living standards.

The “income-sharing” unit that researchers choose when using these
data is virtually always the household (all persons living in the dwelling), and
the “income definition” is disposable (posttax, posttransfer) income, adjusted
for differences in household size and composition using an equivalence scale.®
The “unit of analysis” is the individual (regardless of age). Hence, median
income is based on the equivalized income assigned to each person in the

6 Size-adjusted household income accounts for economies of scale in household consumption
by dividing income by the square root of household size. This income measure is commonly
used in U.S. and cross-national studies of inequality (see, e.g., Gottschalk and Smeeding 1997;
Atkinson and Brandolini 2001; Burkhauser et al. 2011), as well as by the OECD in its official
measures of income inequality and poverty (d’Ercole and Forster 2012). It also closely matches
the adjustments for household size implied by the Census Bureau’s poverty thresholds (Ruggles
1990). This measure assumes that income is shared equally among all household members, so
each member receives the same amount for personal consumption.
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population. Gottschalk and Smeeding (1997), d’Ercole and Forster (2012), and
the Canberra Group (2011) make the case for this standard methodology.’

A long-standing challenge to survey-based estimates is that they do not
provide a complete picture of the income distribution and its trends because
they fail to fully capture the highest incomes. In contrast, the tax-based data
used in the top income shares literature do a much better job of capturing the
highest incomes. (For the seminal article on U.S. top incomes, see Piketty and
Saez 2003; for a review of this literature, see Atkinson, Piketty, and Saez 2011.)
However, this tax data benefit is gained at the cost of being constrained to use
the definitions of income and income-sharing unit mandated by each country’s
tax administration (definitions that differ from the survey-based ones), and
being restricted to summary inequality measures that do not incorporate dif-
ferences across the full income range (i.e., top income shares).

However, because we are focusing on the middle class and are using a
median rather than a mean income measure to track changes in middle-class
income, under coverage of income at the very top of the distribution is unlikely
to affect the results we report. In addition, survey data allow us to consider
various definitions of income and sharing units, and to consider different units
of analysis (box 3-2). This is not possible when using tax record-based data.
Likewise, those using tax record-based data in the standard labor economics
literature are forced to focus on the median wage earnings of workers. As a
result, they do not account for the fact that many workers live in households
that share earnings and other resources, which can lead to a misrepresentation
of the distribution of income available to all Americans.

The set of six measures of median income from the survey- and tax-based
literatures we discuss in the next subsection are all derived, as noted above,
from data contained in the unrestricted, public-use ASEC Supplement to the
CPS. This is the most common cross-sectional survey-based source of data
for those interested in measuring the incomes and income distributions of
Americans. The supplement contains a detailed questionnaire on the sources
of income for household members and is commonly used to evaluate levels
and trends of income and income inequality (see, e.g., Gottschalk and Danziger
2005; Daly and Valletta 2006; Blank 2011; and Burkhauser et al. 2011).

Six Measures of Median Income

We document median income trends on the basis of six measures which we
describe below. But in all cases we will compare trends in real median income

" The International Expert Group on Household Economic Statistics (Canberra Group) was
convened as an initiative of the Australian Bureau of Statistics under the auspices of the United
Nations Statistical Commission. Its report was largely adopted as the standard for measuring
household income by the International Conference of Labour Statisticians. In 2011, the United
Nations Economic Commission for Europe provided an updated reference, outlining its latest
standards and recommendations.
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Box 3-2. The Use of Survey Data versus Tax Record
Data to Measure Income and Its Distribution

This chapter argues that the household size-adjusted posttax, posttrans-
fer income of the median person measure, based on U.S. household survey
data, provides a better estimate of the levels and trends in the resources going
to the American middle class than do studies that rely solely on tax record-
based data. It nonetheless recognizes that household surveys do a poorer job
of capturing the resources controlled by those at the very top of the income
distribution than do tax-based studies. However, the most recent income
distribution studies in other countries not only recognize the limitations of
both tax record-based and survey-based data, but also overcome them.
They do so by directly linking tax record data to survey data (see Burkhauser
et al., forthcoming, a, b), or they use survey data to capture the bottom part
of the distribution and tax record data to capture the top part, and then add
these separate estimations together (e.g., see Atkinson 2007; Alvaredo 2011).
Jenkins (2017) reviews this literature and provides an alternative method
from that of Alvaredo (2011).

The major advantage of linking tax record data to data from a random
sample household survey is that a tax unit is a subset of a household. So
one can, for instance, assign the income values of the top 1 percent of tax
units from the tax-based data to the top 1 percent of tax units that are
subcomponents of the households in the survey. It is much more difficult to
do this starting with the tax record data, unless one can link these tax units
to the households in which they reside. Matching efforts of this sort are still
at the experimental stage in the United States. See Larrimore, Mortenson,
and Splinter (2017) for an attempt to use the mailing addresses on tax forms
contained in Internal Revenue Service records to do so.

Another major way in which the top income literature based on tax
record data differs from the survey-based inequality literature that is not
resolved, even by linking data sets, is in the treatment of capital gains.
Contrary to the Canberra Group’s (2011) conventions, the top income lit-
erature not only includes capital gains as a source of income, but also does
so by including taxable realized capital gains rather than Haig-Simons
recommended accrued capital gains. Most household surveys follow the
Canberra Group’s conventions and do not provide information on capital
gains. Armour, Burkhauser, and Larrimore (2013, 2014) and Larrimore and
others (2017) discuss the merits of including taxable realized capital gains.
They argue that if one chooses to use a measure of capital gains as a source
of income, then it is preferable to include all accrued capital gains based on
Haig-Simons principles.
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using the Consumer Price Index Research Series (CPI-U-RS).2 The first is the
labor earnings of the median tax unit. This income measure only looks at one
source of market income, labor earnings (i.e., wages and salaries, self-employ-
ment income, and farm income), and uses the tax unit as both its sharing unit
and its unit of analysis. Such a measure is in the style of the tax record-based
literature because labor earnings are a component of market income and the
sharing unit is the tax unit.

The second measure is the household size-adjusted labor earnings of
the median person. Although this measure also only includes labor earn-
ings, it expands the sharing unit to the household, estimates the equivalized
value of those labor earnings, and assigns it to each person in the household.
Burkhauser, Larrimore, and Simon (2012) first showed that because the num-
ber of tax units within households has grown over time, while the number of
people in those households has fallen, these demographic characteristics will
tend to increase this measure of median income over time relative to a tax
unit-based measure of labor earnings.

The third measure is the household size-adjusted market income of the
median person. This uses Piketty and Saez’s measure of pretax, pretransfer
market income. Its sources of income include labor earnings, interest, divi-
dends, rents, trusts, and pension income received in retirement. But it excludes
public transfers. It does so using the household as the sharing unit and the per-
son as the unit of analysis. Although the level of median income of this measure
will be greater than one that looks at labor earnings alone, its trend will also
depend on the relative growth of other sources of market income.

The fourth measure is the household size-adjusted pretax, posttransfer
income of the median person. This is the measure of income that the U.S.
Census Bureau uses in its household income series (Semega, Fontenot, and
Kollar 2017); it adds government cash transfers to the income measure used
in the previous series. This includes income from cash transfer programs such
as Aid to Families with Dependent Children and its successor, Temporary
Assistance for Needy Families, as well as from social insurance programs such
as Social Security and Workers’ Compensation. It excludes, however, transfers
directly tied to the tax system, such as the Earned Income Tax Credit (EITC).
It also excludes any in-kind government transfers, such as food and housing
assistance, and the value of Medicare or Medicaid insurance. The U.S. Census
Bureau reports the “pretax, posttransfer income of households” in the first

8We do so since the CPI-U-RS is the standard deflator used in the survey-based income inequality
literature. However, we test the sensitivity of our results using the PCE price index which is a
chain-type (or Tornqvist) price index, so it does not systematically overstate inflation like the
CPI-U and its variations, which are Laspeyres indices. Again, we use this price index rather than
the Chain CPI, which only begins in 1990, because it has been available since 1947. See figure 3-22
in the appendix to this chapter, where we show that though this deflator slightly increases real
growth in median income over each of the four business cycles we explore in this section, our
main findings are not sensitive to this deflator choice.
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figure of its annual report (Semega, Fontenot, and Kollar 2017); it is also the
measure reported in box 3-1. But the U.S. Census Bureau, in its more sophisti-
cated discussions of income trends, uses this fourth measure we define here,
which takes into consideration the number of persons in the household and
assigns them an equivalized income value. Because this measure adds govern-
ment transfers but does not subtract government taxes, its level of median
income will be greater than one that looks at market income alone, but its
trend will depend on the relative growth of other sources of government trans-
fers to market income.

The fifth measure is the household size-adjusted posttax, posttransfer
income (including some in-kind transfers) of the median person. This disposable
income measure more fully captures the importance of government tax and
transfer policies for the resources of the median person. It uses NBER’s TaxSim
9.3 (Feenberg and Coutts 1993) to estimate Federal and State taxes and liabili-
ties, including Social Security and Medicare payroll taxes. In addition, it cap-
tures the market value of some in-kind transfers. The Census Bureau imputes
the value of SNAP (the Supplemental Nutrition Assistance Program—food
stamps), housing subsidies, and school lunches on an annual basis. We use
these values in our estimates. All are now generally recognized as important
resources that are primarily available to low-income households, and the
Census Bureau now includes them as resources in its Supplemental Poverty
Measure (Garner and Short 2012). Larrimore, Burkhauser, and Armour (2015)
use this measure in their analysis. Because it both adds government in-kind
transfers and tax credits (e.g., the EITC) but subtracts taxes, the level of median
income of this measure could be higher or lower than the Census Bureau’s
median (pretax, postcash transfer) income values as well as median market
income alone. Its trends will depend on the relative growth of net government
transfers to market income.

The sixth measure is the household size-adjusted posttax, posttransfer
income (including in-kind transfers as well as the insurance value of employer
provided health insurance and Medicare and Medicaid) of the median person.
Burkhauser, Larrimore, and Simon (2012) were the first to use the market
value of health insurance in a disposable income measure, in order to show the
growing importance of access to health insurance for explaining differences
between survey- and tax record-based analyses of income and its distribution.
The U.S. Congressional Budget Office (CBO), in 2012, was the first government
agency to include the market value of both government- and employer-
provided health insurance in their measure of income (CBO 2013). Larrimore,
Burkhauser, and Armour (2015) include this measure in an appendix table.
Lyons (2015)—as well as Burkhauser, Larrimore, and Lyons (2017)—show its
importance for estimating the income of working age people with disabilities;
and Elwell and Burkhauser (2017) show its growing importance for measures
of median income that they estimate back to 1959. Due to the rapid growth
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in employer- and government-provided health insurance, its median income
values will be greater than all other measures in levels and trends.

Figure 3-5 reports the trends for these six measures of median income,
normalized to 100 percent in 1979. The values given in this figure come from
extensions of the findings of Larrimore, Burkhauser, and Armour (2015) and
Elwell and Burkhauser (2017) to income year 2016 for all measures except
the sixth which extends only to 2014. NBER’s business cycles are denoted by
alternated shading between business cycle peaks, as in figure 3-1.° Note that,
though the total population included in each of our six trend lines is the same,
the median person in that population will not be the same person because the
income sources and sharing unit used to capture income differ.'®

There are a number of similarities in the trends of five of these six
measures of income. The median value of all five income measures that use
the household as their sharing unit and the person as their unit of analysis is
greater at the ending peak of the 1980s and the 1990s NBER business cycles
than at their starting peaks. During both cycles, median income falls from its
prerecession high to a trough (with the year varying by measure). But in both
cycles, strong postrecession growth increased median income well above its
initial prerecession business cycle high.

This is not the case for the growth in the labor earnings of the median tax
unit. The median value of this measure is noticeably lower at the end of the
1980s business cycle than at the beginning. Although it recovers somewhat
from its 1984 trough, it is only at 94 percent of its 1979 high in 1989. During
the 1990s cycle, postrecession growth is strong enough to lift median labor
earnings above its prerecession high, but it only manages to return it to just
above its 1979 prerecession high in 2000, well below the other five measures

9 CPS income values are annual. We convert to quarterly values by assigning annual values to Q4
and linearly interpolating. There are two important breaks in the CPS data during this period. The
first is the well-known break in the data that occurs between income years 1992 and 1993. We
follow Larrimore, Burkhauser, and Armour (2015) and adjust for this by assuming that the entire
decrease in median income between 1992 and 1993 is caused by the improvement of CPS data
collection efforts, and therefore we decrease median income in 1992 and in all preceding years by
the same percentage. The second occurs for income year 2013. In that year CPS used past years
methods for one part of the survey population and a new method for the other part, to test the
impact of the new method on outcomes. We follow Elwell and Burkhauser (2017) and use the
median value based on these new methods for 2013 and thereafter and raise median income in
all preceding years by the ratio of median values in 2013 based on the new and the old methods.
'° The median individual for each measure will also change year-to-year. Substantial shifts in

the composition of the population, such as through the immigration of low skilled workers or

the aging of the population into retirement, may increase the share of the population living in
households with low labor earnings, reducing the household size-adjusted labor earnings of the
median person even when, over the same period, the median earnings of employed individuals is
rising. Alternatively, the increase in the share of persons living in two or three earner households
may reduce the share of the population living in households with low labor earnings, increasing
the household size-adjusted labor earnings of the median person, even when over the same period
the earnings of employed individuals is falling.
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Figure 3-5. Alternative Measures of Trends in Real Median Income,
1979-2016

1: Tax unit labor earnings
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Sources: National Bureau of Economic Research (NBER); Elwell and Burkhauser (2017); Current
Population Survey; Bureau of Labor Statistics; CEA calculations.

Note: Shading denotes new NBER business cycle. CEA collapsed the double-dip recessions of
1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into
single peak-trough-peak periods of the late 1950s and 1980s, respectively. Annual data are
linearly interpolated. Consumer Price Index Research Series is used to convert current to real
dollars.

of income in 2000. Those focusing on the growth in the labor earnings of the
median tax units will greatly understate the actual increase in labor earnings
available to the median American during this period because that median
American lives in a household that may contain more than one tax unit. The
same is true for using growth in the labor earnings of the median worker to
make inferences about the labor earnings available to the median American.

The other five measures all take into consideration the fact that workers
live in households, not in tax units or by themselves, and that these household
members share their individual labor earnings. Some of the measures also
include other sources of market income, as well as the net returns of govern-
ment taxes and transfers. All show substantially higher growth in the resources
available to the median American over these first two business cycles than
does the measure of the labor earnings of the median tax unit.

This income measure’s inconsistency vis-a-vis the other five measures
continues during the 2001-7 business cycle. The labor earnings of the median
tax unit dramatically falls from 2001 to 2004, and though it increases thereafter
until 2006, it is substantially below its 2001 value by the end of the business
cycle in 2007. It then falls precipitously during the Great Recession and does
not turn upward until 2013. Since then, it has slowly recovered, but by 2016
it was well below its value at the start the current business cycle in 2007, and
even further below its 2001 peak.
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However, this measure fails to recognize the social insurance value of
living in a household—which is the pooling of labor earnings over all household
members. Thus, sharp reductions in earnings from one tax unit in a household
are softened by the continued earnings of its other tax units. At the same
time, the number of people living in each household falls during this period,
so household resources are shared among fewer people. These are important
distinctions. Although our preferred measure of median labor earnings, the
household size-adjusted labor earnings of the median person, also falls at the
start of the 2001 business cycle, during the recovery years, it increases and
almost reaches its 2001 level by 2007. This measure then falls precipitously dur-
ing the Great Recession and does not turn upward until 2012; it then increases
and is closer to it 2007 peak level by 2016 than is the flawed measure the labor
earnings of the median tax unit. More important, the pooling of labor earnings
in households reduces the depth of the drop in median income in the years
between the business cycle’s prerecession and postrecession peaks.

The household size-adjusted market income of the median person follows
a very similar path within business cycles. Growth by the end of the 2001-7
cycle was not enough to raise median market income above its level in 2000,
but because nonwage market income has grown faster at the median during
the 2007 cycle, this measure of median income almost reaches its 2007 pre-
Great Recession peak by 2016 and experiences a less severe drop in the years
between the two cycle peaks.

The household size-adjusted pretax, posttransfer income of the median
person, as used by the U.S. Census Bureau—which adds cash transfers to mar-
ket income—closely follows the market income trends. Growth by the end of
the 2001-7 business cycle was not quite enough to raise it to its level in 2000,
but government transfers offset market income declines during the cycle, so
its interim-year declines were smaller. Because government transfers have
grown faster than market income during the current cycle, this measure of
median income finally exceeded its pre-Great Recession high by 2016, greatly
offsetting market income declines in the interim years. What is less clear is
the degree to which this observed growth in net government transfers for the
median American had negative effects on their employment, and hence on
measures of labor and market income in the previous series.

The measure household size-adjusted posttax, posttransfer income
(including some in-kind transfers) of the median person—which is recom-
mended by the OECD, and is used by most European Union members—is also
our preferred measure of median total income, because it more fully takes
into consideration both government taxes and transfers. Doing so shows how
effective government tax and transfer policy has been in increasing the median
income of Americans and in offsetting the decline in their market income dur-
ing both the 2001-7 business cycle and the present cycle. Although the growth
of median income during the first two cycles is much greater than during the
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last two, this fuller measure of income is the only one that shows growth over
all four. More important, it shows that government tax and transfer policies
since 2001 have largely offset the interim-year declines in median market
income during this period.

The measure household size-adjusted posttax, posttransfer income
(including in-kind transfers as well as the insurance value of employer provided
health insurance and Medicare and Medicaid) of the median person is somewhat
controversial, because it adds the market value of health insurance provided
by employers and the government (i.e., Medicare and Medicaid) to the previ-
ous measure. However, this measure is now used by the CBO in its measures
of income and in the economics literature (see Lyons 2015; Burkhauser,
Larrimore, and Lyons 2017; and Elwell and Burkhauser 2017). Because of the
rapid growth in health insurance provided by employers and the government
since the mid-1980s, its median income trends are considerably greater than
all the other such trends shown in figure 3-5 through 2006. Median values fall
somewhat until 2008 and are flat through 2014, which is the last year of our
data."

Figure 3-6 reports real median levels from 1979 to 2016:Q4 for our pre-
ferred measures of labor earnings and disposable income, as well as for the
U.S. Census Bureau’s pretax, posttransfer measure of income. All three use
the same household sharing unit, with household income equivalized and the
individual as the unit of analysis. All values are in 2016 dollars.® The only dif-
ference in these measures is in the sources of income considered.

When we only consider the labor earnings of all household members,
median income was $28,203 in 1979, and rose to a peak of $33,663 in 2000, but
was only $32,320 in 2016:Q4—still below its 2000 peak. When we include other
forms of market income as well as government cash income, median income
levels increase, respectively, to $32,696, $40,148, and $40,600. When we use
our preferred disposable income measure, its 1979 median value of $27,255
is less than the value of median labor earnings. This shows both the greater
importance of labor earnings at the median and the fact that the median per-
son lived in a household whose taxes paid to government were greater than

" The Census Bureau discontinued its series on the market value of Medicare and Medicaid in
2015. It addition, Burkhauser, Larrimore, and Lyons (2017) argue that the Affordable Care Act’s
rules regarding community ratings of health insurance, which came into effect in 2014, by law
reduced the cost of private market health insurance to persons with above-average expected
healthcare costs. This, in turn, reduced the market value of Medicare and Medicaid to their
beneficiaries because they are now eligible for this less expensive community-rated private
market health insurance.

2 All these values are reported for the median person, and show this person’s household
size-adjusted income. Because we are using an equivalence scale of 0.5, if this person lived in a
household of four persons, his or her household income would be the square root of 4, or two
times the values reported in this figure (equivalence value = household income / square root of
the number of persons in the household).
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Figure 3-6. Alternative Measures of Real Median Income,
1979-2016

1: Household size—adjusted labor earnings of individuals
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Sources: National Bureau of Economic Research (NBER); Elwell and Burkhauser (2017); Current
Population Survey; CEA calculations.

Note: Shading denotes NBER business cycle. CEA collapsed the double-dip recessions of
1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into
single peak-trough-peak periods of the late 1950s and 1980s, respectively. Annual data are
linearly interpolated. Consumer Price Index Research Series is used to convert current to real
dollars.

transfers received in 1979. This no longer becomes the case as early as 1983.
Although median disposable income continues to be at about the same level as
median labor earnings for the rest of the 1980s, and somewhat above median
labor earnings during most of the 1990s, by 2000, at $33,950, it was only about
$300 above median labor earnings. However, thereafter, median disposable
income grows much more than median labor earnings, especially after 2007,
as taxes and transfers play a much more important role in sheltering the
median person’s household equivalized income from losses in market income
during and after the Great Recession. By 2016:Q4 median disposable income is
$35,152, exceeding its previous 2007 peak.

Decomposing Median Income Changes by Employment and
Earnings

The slow rebound of the household size-adjusted labor earnings of the median
person after the Great Recession, as reflected in figure 3-6, is remarkable—and
it indicates a departure from the experience of individuals after previous,
albeit weaker, recessions. What is the underlying source of this departure
from previous experience? There are several possible answers, but one is the
unprecedented increase in government social safety net programs. Although
this increased use of tax and transfer policies to redistribute market income
successfully cushioned the sharp decline in GDP during the Great Recession of
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2007-9, as reported in figure 3-1, the subsequent negative employment effect
of these transfers could to some degree be responsible for the remarkably slow
pace of GDP growth in the recovery period since then.

For the last two business cycles pictured in figure 3-6, previous research
using shift-share analysis highlights the primacy of employment declines over
earnings declines in accounting for the drop in the household size-adjusted
posttax, posttransfer income (including some in-kind transfers) of the median
person. Larrimore, Burkhauser, and Armour (2015) calculate that declines in
the employment of heads of households and their spouses alone account for
79 percent (-3.25 percentage points, out of -4.10 total percentage points) of
the median recession-related income decline from 2007 to 2010, controlling
for all other factors. Likewise, between the recession-related years 2000 and
2003, the employment declines of household heads and their spouses on their
own would have caused median income to fall by 1.88 percentage points; it
was only because of policies that changed tax liabilities that median income
actually rose by 0.35 percentage point.

These declines in median income that are accounted for by the employ-
ment declines of household heads and their spouses in the 2001-7 and
2007-present business cycles are in contrast to earlier recessions, when such
declines were completely accounted for by declines in the earnings of male
household heads and their spouses conditional on employment.'® For exam-
ple, 2.6 percentage points of the total recession-related 1989-92 fall in median
income of 3.5 percentage points were accounted for by the earnings declines of
male household heads and their spouses, while only 1.1 percentage point was
accounted for by the decline in their employment. The respective numbers are
3.9 percentage points for earnings and 2.0 percentage points for employment,
out of a total decline of 6.6 percentage points for the recession-related years
1979-82. Between both 1979 and 1982 and 1989 and 1992, median incomes
fell, while the employment and earnings of both female household heads and
their spouses rose. In the next section, we explore in more detail the possible
explanations for the long-term decline in the employment and labor force
participation of working age Americans.

3 In the CPS data, the head of a household (“the householder”) is defined as the household’s
primary earner. The household can contain both its head’s family members—i.e., those related
to the head by blood or marriage—and other unrelated individuals. One of the reasons to use the
household as the sharing unit rather than the tax unit is that an increasing share of households
contain two adults who share income and perhaps the parentage of their children but are neither
blood relatives nor married and who file separate personal income tax forms.
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Figure 3-7. Age 16+ Ratio of Employment to Population,
Measured Relative to Opening Business Cycle Peak,
1980-2017
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Sources: National Bureau of Economic Research; Bureau of Labor Statistics; CEA calculations.
Note: CEA collapsed the double-dip recessions of 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4 into a
single peak-trough-peak period of the 1980s.

Measures of Employment and
Earnings Using Aggregate Data

The attribution of income reductions in the most recent recessionary periods to
declines in the employment of working age Americans—detailed in Larrimore,
Burkhauser, and Armour (2015)—are consistent with the aggregate employ-
ment statistics produced by the Bureau of Labor Statistics and derived from
the monthly CPS. For each business cycle beginning with the 1980:Q1 peak,
figure 3-7 gives the quarterly ratio of employment to population for those age
16 and over as a multiple of the ratio observed at the opening cycle peak. Thus,
the value in quarter 0 is always 1, and as each recessionary period unfolds,
the value falls below 1. Viewing the data in this way facilitates comparisons of
employment and wage declines across business cycles.

For the business cycles beginning in 1980 and 1990, the ratio eventu-
ally returns to parity before the closing cycle peak, within 20 and 17 quarters,
respectively. But for the 2001-7 cycle, the ratio of employment to population
never recovered from its initial decline, and the employment declines during
the Great Recession simply layered on to these still-depressed rates. As a result,
not only is the ratio of employment to population in 2017:Q4 below the value in
2007:Q4, it also remains below the ratio at the beginning of the 2001 recession.
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Figure 3-8. Prime-Age (25-54) Ratio of Employment to
Population, Measured Relative to Opening Business Cycle
Peak, 1980-2017
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Sources: National Bureau of Economic Research; Bureau of Labor Statistics; CEA calculations.
Note: CEA collapsed the double-dip recessions of 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4 into a
single peak-trough-peak period of the 1980s.

In addition to the sharp GDP declines during 2008 and 2009 that are
shown in figure 3-1, the Great Recession coincided with the movement of the
Baby Boom generation (those Americans born between 1946 and 1963) into
older age. Although declines in the ratio of employment to population may
have been spurred by GDP declines, the slow recovery over the ensuing years
may also be partly accounted for by the front end of the Baby Boom generation
moving past age 55 beginning in 2001 and past age 62 in 2008, ages at which
average employment rates are below those for younger workers. Yet Baby
Boomers’ aging into retirement cannot be the full story; the employment pat-
terns for the prime-age population (25-54), shown in figure 3-8, parallel those
given in figure 3-7. The members of this group saw slightly shallower employ-
ment declines in the first eight quarters of the 2008 recession, and though their
employment rebound has been stronger, prime-age workers still have not
reached parity after 40 quarters of the current business cycle. Just as with the
full population age 16 and over, prime-age workers began the 2007 cycle with
employment rates below those at the start of the 2001-7 cycle.

In contrast, conditional on employment, real average hourly earnings
for private production and nonsupervisory workers (the longest continuous
series available) in the BLS Establishment Survey weakened only slightly after
2007, and not at all during the 2001 recession, as indicated in figure 3-9. It is
particularly important to note that these earnings values are only for employed
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Figure 3-9. Real Average Hourly Earnings, Private Production and
Nonsupervisory Workers, Measured Relative to Opening Business
Cycle Peak, 1980-2017
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Sources: National Bureau of Economic Research; Bureau of Labor Statistics; CEA calculations.
Note: CEA collapsed the double-dip recessions of 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4 into a
single peak-trough-peak period of the 1980s. Earnings are deflated using the Consumer Price
Index for Urban Wage Earners and Clerical Workers.

workers, and the disproportionate job loss at the lower end of the income
distribution (Elsby, Hobijn, and Sahin 2010; Farber, Hall, and Pencavel 1993)
implies a degree of selection into those reporting hourly earnings in the rel-
evant surveys. Still, the return of average hourly earnings to their pre-recession
level after only four quarters of the current recovery implies that the sluggish
pace of median income growth since 2007 is—as Larrimore, Burkhauser, and
Armour (2015) found—the outcome of sluggish employment patterns rather
than earnings conditional on employment. This is in contrast to the failure of
real average hourly earnings to ever return to their average level at the start
of the 1980s business cycle and for the first 26 quarters of the 1990s business
cycle.

Addressing America’s Employment Challenge

The employment patterns highlighted in figures 3-7 and 3-8, and the result-
ing weakness in the labor earnings of the middle class, are of critical policy
importance. In the remaining sections of this chapter, we take a deeper look
at the labor market attachment of the noninstitutionalized civilian population
age 16 and over. Our analysis focuses on labor force participation rather than
employment per se, in order to more closely match the academic literature.
Participation rates also have the benefit of capturing job seeking as well as
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Box 3-3. Women'’s Labor Force Participation after World War Il

The emergence of women from World War Il with increased professional
ambitions has been well documented (Mosisa and Hipple 2006; Shank
1988; Acemoglu, Autor, and Lyle 2004). The postwar rise in the female labor
force participation rate—from 33 percent in 1948 to a high of 60 percent in
1999—thus represented a steady increase in women'’s ability to manage both
career and family. Indeed, this change was largely attributable to married
women’s engagement with the labor force (Smith and Ward 1985; Costa
2000); previously, these women had left the labor force at the time of marriage
or childbearing, rarely to return. In 1950, only 10 percent of married women
age 15-64 with a child younger than five years participated in the labor force,
compared with 28 percent without a young child (Costa 2000). However, by
1998 the share of married women age 15-64 with a child under the age of five
who were in the labor force had risen to 64 percent; and for those without a
young child, the labor force participation rate had risen to 76 percent.

In the postwar period, until the 1960s, the rise of women’s labor force
participation was driven by their return to the workforce at the end of their
childbearing years. However, starting in the 1960s, their overall rise in labor
force participation is attributable not to their returning to work after their
childbearing years but by their increasing participation during these years
(Bailey 2006, 2013). In the 1960s, women’s increasing use of contraceptive
technology, which gave them more control over the timing and frequency
of births, was a critical part of these changes, as were changing social norms
related to working mothers (Bailey 2006; Goldin and Katz 2002). Their access
to family planning enabled women to pursue higher levels of education,
invest in other forms of human capital (e.g., on-the-job training), and partici-
pate in traditionally male-dominated professions (Bailey 2013).

Although, through the end of the 20th century, women increasingly
found their way into the labor force, and stayed there through their child-
bearing years, the female labor force participation rate peaked in 1999, at 60
percent. Since then, this rate has edged downward, to 57.0 percent in 2017,
paralleling the trend for men. However, 2016 marked the first year since 2008
(during the Great Recession) that the labor force participation rate for women
increased (by 0.1 percentage point from the previous year). The general
decline over the past 20 years is partly attributed to Baby Boomers aging into
age brackets with traditionally lower participation rates, along with increases
in teenagers’ school enrollment (Toossi and Morisi 2017). But it is also due to
declines in the probability of employment among married mothers (Cohany
and Sok 2007), many of whom saw marginal tax rate hikes in recent years.
Despite these declines, American women are far more likely than women in
the other OECD countries to work full time and to be in higher-level positions,
such as managers and professionals (Blau and Kahn 2013).
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employment, providing a measure of labor force attachment beyond binary
employment status. Labor force participation rates will be a bigger overstate-
ment of employment early in business cycles, when GDP first begins to decline
and unemployment grows, relative to later points in the same cycle, when
unemployment rates have declined from their recessionary peaks.

The labor force participation rate of the U.S. noninstitutional civilian
population in 2017 was 62.8 percent, the culmination of a multiyear decline
beginning in roughly 1990, although the decline for men began much earlier
(see figure 3-10); the overall rate has stabilized over the past three years. In
earlier years, from 1948 through roughly 1998, the steady decline in the labor
force participation rate of men was offset by a rapid increase in the rate for
women (box 3-3). But after the late 1990s, the participation rate of women sta-
bilized and then declined, serving to reinforce the decline for men and inducing
a reduction in aggregate participation rate.

The aging of the U.S. population is an important factor in the labor force
participation patterns shown in figure 3-10. The Baby Boom generation has
aged into retirement, though increased life expectancies for men and women
alike have served to increase the size of the postretirement population. A
clearer vision of the employment crisis, therefore, requires examining partici-
pation within age groups. Beginning with 1970 (the opening year of the 1970-73
business cycle), figure 3-11 shows the annual participation rate by age group.

One clear pattern in the post-1969 data is the rise and then post-1988 fall
in labor force participation for workers age 16-24. (This decline is discussed
more fully below.) In contrast, prime-age workers, those between 25 and 54
years of age, steadily increased their participation rate through 1997, experi-
encing a rise after 1970 of 10 percentage points to a series high of 84.1 percent,
matched again in 1998 and 1999. During this period, women continued to
join and persist in the labor market, but after 1999, prime-age participation
faltered, and the rate in December 2017 was 81.9 percent, reflecting a rate
of 89.0 percent among prime-age males and 75.0 percent among prime-age
females. Participation patterns for prime-age workers are discussed in more
detail below.

Finally, the population age 55 and older, the fastest-growing group
shown in figure 3-11 thanks to the effects of the Baby Boomers, has been the
bright spot in the otherwise disappointing two decades of labor force par-
ticipation since 1997. For this group, the 1990s and 2000s brought returns to
participation rates not seen since the 1960s; in 2017, the rate for those 55 and
older was 1.1 percentage points higher than in 1970. Some of the increase can
be attributed to the aging of a cohort of women who experienced high rates of
participation while they were of prime age during the 1990s. But these changes
for older workers are also attributable to changes in policy toward older work-
ers, and we discuss these policy choices and their implications for the labor
force participation rate of older workers in the next section.
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Figure 3-10. Labor Force Participation Rates by Gender
(Seasonally Adjusted), 1948-2017
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Figure 3-11. Annual Labor Force Participation Rate by Age Group,
1970-2017
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Labor Force Participation among
the Older Population

Figure 3-11 presents a striking picture of changes in labor force participation
over time for older workers: Since the mid-1980s, older workers have increas-
ingly remained in the labor force, while younger workers have been leaving. The
overall participation rates of these older population groups are substantially
lower than those of prime-age workers, imposing a demographic drag on the
aggregate participation rate as the U.S. population ages. Thus, the U-shaped
pattern of decline, and then return, of participation among older workers that
is observable in figure 3-11 serves to partially offset this demographic drag.

To further examine the change in labor force participation among older
Americans, we use the CPS to subdivide participation rates for five-year age
brackets, separately examining the participation of those age 55-59, 60-64,
and 65-69. Our results extend through 2016, the latest year with the full set of
monthly CPS samples available for public use. Indexing the value in each year
to the observed participation rate in 1970 gives a measure of relative change
for each group. Figure 3-12 indicates that the decline and recovery in participa-
tion has been dramatic for the 65-69 age group and, to a lesser extent, for the
60-64 group. By 1985, the participation rate for those age 65-69 was only 62.1
percent of its 1970 level. It then rose to 114.2 percent of its 1970 value by 2016.
For those age 60-64, the decline was not as steep—a decline to 77 percent of
its 1970 value in 1986, followed by a rebound to 102.9 percent of its 1970 value
in 2016. Those age 55-59 experienced a milder decline through 1987, before
seeing an upward trend through 2008 and a plateau thereafter. For all older
age groups, the turning point for participation rates occurs sometime in the
middle to late 1980s. And for all groups, the changes are driven by women,
whose increased participation serves to mask weak participation for older men
relative to 1970 (figures 3-13 and 3-14).

The changes in labor force participation among older workers are likely
due, at least partly, to changes in policies to reduce explicit or implicit age
discrimination against older workers and to changes in private pensions. For
instance, the Age Discrimination in Employment Act of 1967 first prohibited
firms from forcing their employees to retire before age 65; and in 1986, this
act was further amended to prohibit mandatory retirement before age 70. But
it was argued at the time that the actual influence of these mandates would
have only a limited effect on the age when an employee would retire from a
firm. More important were the rules governing employees’ private pension
plans (Burkhauser and Quinn 1983; Quinn, Burkhauser, and Myers 1990). In the
1970s and 1980s, the vast majority of workers participating in a firm-sponsored
pension program were enrolled in a defined-benefit (DB) plan. These plans
frequently discouraged continued work with the firm by providing less than
actuarially fair yearly increases in benefits for those who postponed taking
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Figure 3-12. Annual Labor Force Participation Rate for Older Workers
by Age Group, Relative to 1970, 1970-2016
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Figure 3-13. Annual Female Labor Force Participation for Older
Workers by Age Group, Relative to 1970,1970-2016
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Figure 3-14. Annual Male Labor Force Participation for Older Workers
by Age Group, Relative to 1970, 1970-2016
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their benefit beyond the earliest age it was offered (Burkhauser 1979; Kotlikoff
and Wise 1987).

The introduction of the Employee Retirement Income Security Act in
1974, with new standards designed to better protect employees and ensure
that they would retire with a pension, mandated that employers more “fully
fund” their DB plans. Firms responded to this and other workforce changes
by shifting to defined-contribution (DC) plans. These new DC plans were “fully
funded” in the sense that employees received an employer-provided payment
to their own personal retirement fund each year, but they shifted the invest-
ment risk of these funds to the employee. It is particularly important that
unlike DB plans these DC plans had no built-in incentive for early retirement.
In addition, in 1978 Congress allowed employee contributions to 401(k) DC
plans to be paid with pretax dollars, which further encouraged the switch to
DC plans. In 1977, 65.8 percent of active participants in employer-sponsored
retirement plans were in DB plans and 34.2 percent were in DC plans. By 2014,
the rates had more than reversed, to, respectively, 16.1 and 83.9 percent (U.S.
Treasury 2010; U.S. Department of Labor 2017). This growth in DC plans may
have significantly increased labor force participation rates over what they
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would have been under a DB system (Leonesio et al. 2012; Purcell 2005; Juhn
and Potter 2006).'

In like manner, it has been argued that the rules governing a country’s
government run pension system, for example the Social Security program
(Old-Age and Survivors Insurance) in the United States, offer incentives to leave
the labor force early even while providing protection against income loss in
retirement (National Research Council 2001). As with private DB pension plans,
public plans can have an important effect on work incentives. The age at which
benefits are initially available, called the early retirement age, coupled with the
patterns of benefit accrual, help determine the continuation of workers in the
labor force. The key element of benefit accrual is the adjustment to benefits if a
person works for another year; if the “actuarial” adjustment effectively offsets
the fact that they are received for fewer years this will not have an added effect
on labor force participation past early retirement age. However, if there is no
adjustment, or if the adjustment is not large enough to offset the fewer years
of receipt of benefits, the result is an incentive to leave the labor force. In many
countries, disability and unemployment insurance programs effectively pro-
vide for early retirement before the explicit early retirement age. Gruber and
Wise (1999) provide the first systematic evaluation of the incentives effects of
major industrialized countries publicly provided pension systems.

In the United States, the 1983 Social Security Amendments initiated a
plan to gradually increase the full retirement age from 65 to 67 years of age.
Although early retirement at age 62 was still permitted, this increase in the
normal retirement age effectively lowered the yearly benefits from doing
so. Beginning with those born in 1938 or later, the full retirement age will
gradually increase over 22 years until it reaches 67 for individuals born after
1959."° The 1983 Social Security Amendments also phased in an increased
reward (i.e., provided a larger “actuarial” adjustment) for delaying entitlement
receipt (Delayed Retirement Credit) beyond the age of full retirement between
1987 and 2005, which further encouraged retirement delays (Gustman and
Steinmeier 2006). Blau and Goodstein (2010) estimate that the combination
of increases in the full retirement age and rewards for delayed entitlement-

'* Because the upturn begins around 1988, the upward trend in the labor force participation of
older persons predates the welfare reform of the late 1990s, implying little ability of this policy
change to explain the participation rates of the older population. Participation rates also appear
to be continuous over the 2008-9 period, implying a limited role for increased participation as a
result of retirement asset value destruction during the Great Recession. For further discussion,
see Gustman, Steinmeier, and Tabatabai 2010; and Daly, Hobijn, and Kwok 2010.

5 The amendments implemented the increase in the full retirement age to 66 years in two-month
increments annually for age cohorts born between 1938 and 1942, and the full retirement age

of 66 years holds for the 1943-54 cohorts as well. For individuals born between 1955 and 1959,
the age continues to incrementally increase by two months a year so that, for those born in 1960
and thereafter, normal retirement age will be 67. This later six year transition from a normal
retirement age from 66 to 67 began in 2017 for those who reached age 62 in that year.
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taking may have accounted for one quarter to one half of the increase in labor
force participation for men age 55-69 since the 1980s, or an increase in their
labor force participation rate of 1.2 to 2.4 percentage points. In addition, policy
changes to the Social Security retirement earnings test enacted in 2000 may
have further removed financial disincentives to work past normal retirement
age. The Senior Citizens Freedom to Work Act eliminated the Social Security
earnings test for individuals between the full retirement age and 70 years of
age. This amounted to the removal of a tax on earnings in the form of lost
Social Security benefits in each quarter worked. Its removal in 2000 would
have further increased labor supply of older employees in the years before the
actuarially adjustment over these ages fully offset the delay in taking benéefits.
Gustman and Steinmeier (2009) estimate that these various changes increased
full-time employment for those age 65-67 by about 9 percent between 1992
and 2004, and that the changes in the Social Security rules may account for
one-sixth of the observed increase in labor force participation for men age
65-67 between 1998 and 2004.

Because the participation rates of older age groups were paralleled
by those age 55-59, a group that is largely unaffected by changes in Social
Security rules, nonpolicy causes are also likely to explain part of the overall
participation increase for this older age group.'” For example, improved health
among this population leads to both a greater physical and mental capacity
to participate in the labor market, as well as a longer life expectancy, over
which older Americans will need to fund living expenses during retirement.
At the same time, the changing nature of work makes the physical health of
America’s population less relevant for participation; even with no change in
average health conditional on age, successive cohorts of Americans will find
it more physically possible to continue working at older ages because their
occupations are decreasingly dependent on physical work capacity (Maestas
and Zissimopoulos 2010). An increasing rate of self-employment and part-time
bridge jobs among older workers also gives them the flexibility they desire to
gradually consume more leisure as they age while retaining their participation

'6 Song and Manchester (2007) note that the impact of the test’s removal is uneven across the
distribution of employees’ earnings. For example, the effect on incomes in lower percentiles is
statistically insignificant, while for incomes in the 50th to 80th percentiles, the effect is both large
and significant. This indicates that removing the earnings test only has an impact on earnings
levels above a certain threshold.

' However, two important caveats are in order in this regard. First, to the extent that partners
make retirement decisions jointly, Americans age 55-59 may be affected by changes to Social
Security through the effects on their partners (Coile 2004). Second, the economic return to
working in any given period includes the option value over working in future years, given the
State-dependence of labor force status; those who work today are more likely to be employed
in the subsequent year. As a result, choices about whether to work at younger ages are not fully
independent of changes in policy affecting the return to work at higher ages.
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(Karoly and Zissimopoulos 2004; Maestas and Zissimopoulos 2010; Cahill,
Giandrea, and Quinn 2013).

Policy Options to Promote Participation
among Older Americans

Unlike younger age groups, the labor force participation rates of older age
groups have increased substantially in recent decades, with policy changes
playing an important role. Nonetheless, continued progress might be made
with additional reforms. A combination of increasing the actuarial adjustment
in benefits for those who delay taking Social Security benefits past normal
retirement age and eliminating the earnings test for this age group effectively
raised labor force participation beyond normal Social Security retirement age.
While those who postpone retirement between age 62 and normal retirement
age do receive an actuarial adjustment that is approximately actuarially fair,
they still face an earnings test. The interaction of the earning test with the
actuarial adjustment process over this age range is extremely complicated
to understand. The test applies to individuals who (1) claim benefits before
they reach the normal retirement age, (2) continue to work, and (3) earn
above a certain limit. Individuals who meet these criteria face a temporary
reduction in monthly benefits. The benefits withheld under the earnings test
are deferred, not forfeited, and future payments are adjusted to be actuarially
neutral. Additionally, each year after the initial claim for benefits, new income
earned by the employee is reflected in a recomputation of the average indexed
monthly earnings and a potential increase in the primary insurance amount.

A 2016 report by the Government Accountability Office (GAO 2016) finds
widespread confusion about how the earnings test works and what purpose
it serves. Survey results show that more than 70 percent of individuals aged
52-70 who were eligible for Social Security benefits incorrectly believe that the
reductions in monthly benefits are permanent. These misconceptions likely
lead individuals to incorrectly view the earnings test as an incentive to retire or
reduce their earnings so they will stay below the test’s threshold. Indeed, the
earnings of many claimants cluster around this threshold, suggesting that they
believe any additional earnings will be permanently lost. The GAO suggests
that more and better information should be provided to individuals to help
overcome these misunderstandings. But entirely eliminating the test could be
more beneficial to society overall since it would increase labor supply even if it
meant more people would take Social Security benefits while doing so. Since
the deferred benefits are approximately actuarially fair there should not be
much of an effect of eliminating the earnings test on the Social Security Trust
Fund.

Additional policy changes beyond Social Security rules might serve to
further encourage work at older ages. Clark and Morrill (2017) provide one

136 | Chapter 3



policy option: employees who reach the normal retirement age and have suf-
ficient work history could have the option of opting out of continued benefit
accrual in the Social Security system. Individuals would receive Social Security
(computed through the normal retirement age) and Medicare, but they would
not pay further Social Security taxes into the system or receive enhanced ben-
efits from additional work. These employees already paid their “fair share” into
the system, and they would continue to receive benefits based on their work
history before the normal retirement age. Still, any changes should be weighed
against opportunities for tax expenditures to affect employment probabilities
of other demographics, as well as the impact of the changes on the solvency of
Social Security trust funds.

Other suggested changes could be more difficult to enact. For example,
employers could be interested in retaining older employees in more limited
work hours by changing their job and reducing their pay, including changes to
the hourly rate, given productivity adjustments in part-time work and declin-
ing productivity at older ages. But these actions put employers in jeopardy of
violating age discrimination laws, and employers could instead opt to encour-
age full retirement (Clark and Morrill 2017). But new research indicates that
older employees who can find suitable work arrangements increasingly want
to combine work with leisure at older ages (Ameriks et al. 2017). This suggests
that policy nudges that induce employer-based changes to work arrangements
could help encourage additional labor force participation among America’s
oldest employees.

Labor Force Participation among
Teenagers and Young Adults

Examining the labor force participation rates of teenagers and young adults
is more nuanced than for older adults. Teens and young adults are at prime
human capital-building ages. For some youth and young adults, investments in
human capital via formal schooling will provide the greatest long-term return.
But for others, and in particular lower-income youth, work experience may be
a more valuable form of human capital development. Employment at younger
ages has been shown to affect the aspirations of youth and their academic
achievement, in addition to reducing their participation in violent or delin-
quent behavior and providing them with noncognitive skills (Duckworth et al.
2007; Heckman 2008; Lillydahl 1990; Mortimer 2010; Heller 2014; Modestino
2018; Kautz et al. 2014). For these and other reasons, early labor force attach-
ment may serve to heighten longer-term labor market outcomes (Carr, Wright,
and Brody 1996; Painter 2010; Ruhm 1997).

Compared with older workers, teens (age 16-19) and young adults
(20-24) have exhibited much weaker patterns of participation relative to their
participation in 1970, particularly during the past 20 years. As figure 3-15 makes
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Figure 3-15. Annual Labor Force Participation Rate for Teens and Young
Adults by Sex and Age Group, 1970-2017
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clear, the participation rates of teens and young adults (those age 16-24) rose
steadily during the 1970s and remained steady through the 1980s, before expe-
riencing a steady, 20-year decline that abated in 2010. Within this broader age
group, the most dramatic declines have occurred for those age 16-19 and are
particularly sharp for males; as a result, the rates for males and females in this
youngest age bracket have fully converged.

Over the full post-1970 period, the labor force participation rate for
young women age 20-24 has risen, although exhibiting a leveling off and a
small decline during the past several years. Rates for males in this age range
hovered between 84.5 and 86.4 percent from 1973 through 1989, before declin-
ing steadily to 74.1 percent in 2017.

The period from 2001 through 2017 represents a particularly sharp
change in the labor force participation rates of young adults and, especially,
teenagers. This period contains two substantial macroeconomic downturns
which likely reduced the labor market attachment of teenagers. For young
Americans without access to college, or without plans to attend college, work
experience is a vital tool for human capital development, and the decline
in labor force participation shown in figure 3-15 also suggests a weakening
of those opportunities. But research has also indicated that the decline in
participation among young Americans has been driven by noncyclical factors.
The decline may reflect a crowding-out from an increased time investment in
developing human capital in other ways, including extracurricular activities
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(perhaps as a means to boost college application competitiveness) while in
high school and increased college-going. In the analysis below, we find that
the increased school attendance of teens has offset some, but not all, of the
decline in working hours, while young adults appear to have seen no net
change in time devoted to work over this period.

A substantial body of literature points to the “idle rate” of teens, in par-
ticular, as a way of controlling for school enrollment when examining employ-
ment rates (Neumark 1995; Modestino 2013). If members of this age group have
reduced their attachment to the formal labor market, but they have simultane-
ously increased their investment in secondary or postsecondary education
(the “crowding-out” effect), then no change in the idle rate would be apparent.
And reduced labor force participation that comes with human capital develop-
ment through schooling might be an optimal outcome from the perspective of
lifetime welfare and, ultimately, for economic growth. The literature finds little
evidence of an increase in the idle rate of teens; reductions in their employ-
ment have for the most part coincided with increases in their school atten-
dance. Figures 3-16 and 3-17 show these changes for teens and young adults,
separately, for the period from 2001 to 2016. The figures subdivide the teen and
young adult population in each year into those employed, unemployed, not in
the labor force but attending school, and a category for “idle” individuals who
are neither in school nor participating in the labor force. (Individuals who are
employed or unemployed while in school are categorized by their employment
status.) As the figures make clear, the idle group has been a relatively constant
share of young adults during the past 15 years; the idle rate rose minimally
from 11.2 to 11.7 percent between 2001 and 2016. Teens exhibit more evidence
of increased idleness; their idle rate in 2016 was 10.2 percent, compared with
8.8 percent 15 years earlier.

However, other data indicate that a relatively constant idle rate for young
adults and an uptick in the rate for teens may not provide a complete picture of
the time use of these Americans and may give the false impression that teens
and young adults have fully replaced time spent working with education activi-
ties. One way to see this is to chart the labor force participation rate for this age
group, conditional on school enrollment. Figure 3-18 provides the participation
rates for those enrolled in high school, in college full time, in college part time,
and unenrolled. Participation probabilities conditional on enrollment have
declined substantially since 2001. The decline in the participation rate among
those not enrolled in school, 10.1 percentage points between 2001 and 2016,
was smaller than the drop among full-time college students (10.8 percentage
points) and smaller than the drop among high school students (16.4 percent-
age points). Even for individuals in college part time, the fall in participation
was 9.0 percentage points.

One possible way of explaining the contradiction between relatively
stable “idleness,” as measured in figures 3-16 and 3-17, and a decline in labor
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Figure 3-16. Employment and Enrollment Status
of 16- to 19-Year-Olds, 2001-16
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Note: NILF means “not in labor force.” Enrolled students who are labor force participants are
classified by their employment status.

Figure 3-17. Employment and Enrollment Status
of 20- to 24-Year-Olds, 2001-16
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force participation conditional on school enrollment, as shown in figure 3-18,
is a rising intensity of education-related activities conditional on enrollment.
Although a declining participation rate conditional on enrollment would,
ceteris paribus, indicate an increase in idle time for teens and young adults,
students may be replacing the time they would have otherwise spent doing
market work with additional time spent on educational activities conditional
on enrollment. If so, teens and young adults have traded one set of human
capital-enhancing activities for another.

These possibilities can be explored more fully using the BLS American
Time Use Survey (ATUS) to estimate the weekly time spent on specific activities
in order to directly capture changes in time allocated to different purposes. The
ATUS data are a valuable source for understanding how Americans spend their
time, but the data set has some important limitations; the ATUS data were first
collected in 2003, and the sample sizes are small. The resulting estimates are
therefore somewhat volatile year-to-year, and we combine years of data to
achieve higher stability (BLS 2016a, 2016b).

Figure 3-19 details the changes in minutes per day spent on broad activ-
ity categories between 2003-5 and 2013-15, separately for teens age 16-19
and those age 20-24. Consistent with the differences by age group apparentin
figure 3-13, the reduction in time spent working is far larger for teens than for
young adults, who exhibit a slight increase in time spent on work during this
period. For teens, the reduction is 16.4 minutes per day over these 10 years.

For those age 20-24, the greater reductions in time use (11.8 minutes
per day) came in the “caring for others” category, which includes taking care
of family members such as children. This decline is consistent with declining
birthrates for females in this age range (Martin et al. 2017).

Both groups experienced declines in time spent on household and leisure
activities, and teens, in particular, reduced their time spent on organizational,
social, and religious activities. These minutes were replaced primarily with
personal care activities, which include sleeping and grooming, and, to a lesser
extent, with “other activities” (the set of activities that BLS does not specify
elsewhere), eating and drinking, and educational activities. Teens and young
adults dedicated an additional 6.6 minutes and 3.7 minutes to educational
activities, respectively, over these 10 years.

Thus, between 2003-5 and 2013-15, teens substantially reduced the time
they spent working and reallocated about 40 percent of that time to educa-
tion, while the remainder has been dedicated to activities perhaps less critical
for longer-term human capital development. Some caution is warranted here
as increased time spent in personal care and other activities may well be
productive in ways difficult to discern from the broad categorizations in these
data and without knowing more about individual circumstances. During the
same period, the population age 20-24 does appear to have made a net time
investment in educational activities, even without a reduction in time spent
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Figure 3-18. Annual Labor Force Participation Rate for
16- to 19-Year-Olds, by Enrollment Status, 2001-16
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Figure 3-19. Change in Time Spent on Types of Activities for People
Age 16 to 19 and 20 to 24 Years, 2003-5 to 2013-15
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on work or work-related activities. This gain has been largely at the expense of
time spent on leisure and caring for others in the household. The results for all
young adults age 20-24, shown in figure 3-19, stand in contrast with those for
males age 21-30 who are not enrolled full time in school, as documented by
Aguiar and others (2017), who find that leisure time has grown for this subset of
the population, and especially for video game playing, a subcategory of leisure
time. The ATUS data do not allow for an easy identification of time spent on
social media or surfing the Internet.

Policy Options to Promote Participation
among Teenagers and Young Adults

Understanding the time use of teenagers and young adults is critical for advanc-
ing policy proposals that will encourage this population to become attached to
the labor market. Declining work hours that have been replaced with other
activities promoting human capital development signify a short-term loss
in labor force participation that will lead to longer-term gains in employee
productivity and likely reflect net positive trade-offs, both for individuals and
the U.S. economy. Such investments should be encouraged. The ATUS data
detailed above indicate that young adults are making a net investment in
education, even without reducing time spent working. But for teens, where
sharper drops in participation since 2001 are apparent, the evidence indicates
a rising level of time spent in activities outside of education and work. These
patterns are apparent across the distribution of parental income, indicating
that labor force attachment is declining among populations where the benefits
are likely highest.

An additional policy question is whether to encourage teens to increase
their labor force participation or to nudge them to reallocate the recent decline
in work hours towards formal schooling instead. But some policy levers may
bridge the gap between these two competing options. In particular, vocational
and technical education can smooth young people’s transition into the labor
force by providing work experiences while they pursue secondary education.
Since 1984, the Carl D. Perkins Career and Technical Education Act has been
the main Federal program to encourage practical work training among sec-
ondary and postsecondary students; 60 percent of the total funding provided
under the act goes to high school programs.

Research indicates that hybrid approaches combining formal learning
and work experience may be even more valuable for students, although the
evidence base is still thin. In particular, apprenticeships and work-based learn-
ing among secondary students may provide a strong boost to future labor
market outcomes (Neumark and Rothstein 2005; Lerman 2014). In contrast
to systems in other countries, the United States has few formal partnerships
between secondary institutions and employers to promote apprenticeships
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or other work-based learning, although interest in these programs has been
growing. Perkins Act funds could be reallocated to develop these relation-
ships, promoting employment for teens both while in high school and upon
graduation.

Labor Force Participation among
Prime-Age Adults

Finally, we turn to the decline in the labor force participation of prime-age
workers, a topic which has already received much empirical attention. The
decline in the participation rate for men is apparent in figure 3-20, where the
participation rate for each year is again indexed to the rate in 1970. Between
1970 and 2017, participation rates fell almost continuously and were at 91.6
percent of their 1970 level for men age 45-54, 93.6 percent for men age 35-44
and 92.1 percent for men age 25-34.

In 1970, women had not yet completed their full integration into the labor
force, and the labor force participation rate for all three of their age groups
rose steadily, peaking in 1997 for women age 35-44, in 1999 for women age
25-34, and in 2000 for women 45-54, before commencing a multiyear fall. The
declines in participation for women age 35-44 and 45-54 since 2000 have been
steeper than for men in these age groups.

The weighted sum of the six age/sex trends shown in figure 3-20 produces
the aggregate trend for all prime-aged workers over this period. The increase
in the labor force participation of women more than offset the decline in the
labor force participation of men from 1970 to approximately 1990 increasing
overall labor force participation rates. For the next decade the increased in
women’s participation approximately offset the decline for men, resulting in
constant labor force participation rates. But since then all age/sex labor force
participation groups are below their 2000 levels, producing a fall in the prime-
age participation rate over the past 17 years.

Because prime-age workers are historically the most productive age
group, and the most likely to be employed, much attention has been paid
to these patterns, especially regarding the causes of so-called missing men.
But despite a large body of literature on this topic, considerable uncertainty
remains about the underlying causes for these trends or the extent to which
numerous factors have interacted. More important, there is little consensus
regarding the policy remedies that could be pursued to abate this participation
decline.

In this section, we present a brief review of the literature on the causes
of the decline in labor force participation of prime-age workers, and refer read-
ers to two previous CEA white papers related to this topic (CEA 2014, 2016).
Our review indicates that the reduction in participation is likely multifactorial,
including changes in government policy that have served to undermine labor
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Figure 3-20. Annual Labor Force Participation Rate for Prime-Age
Workers by Age and Sex, Relative to 1970, 1970-2017
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supply, along with shifts in labor demand that have reduced labor market
returns for low-skilled workers. The particular employment challenges of mili-
tary spouses are explained in box 3-4.

Demand-Side Factors

Much attention has been paid to the hypothesis that there has been a fun-
damental change in the U.S. labor market via a reduction in the demand for
workers with fewer years of schooling, resulting in a decline in their labor force
participation (Autor and Duggan 2003; Juhn and Potter 2006; Daly, Hobijn,
and Kwok 2010). Trade and technology may be partially responsible for this
decreased demand in certain occupations, as discussed more fully in chapter 5.
The relative contribution of trade and automation or technology to the decline
in manufacturing employment is the subject of continued debate, but the net
effect has been reduced demand for lower-skilled workers and a widening of
the skill and education earnings gaps. The declining demand for less-skilled
workers is apparent in lower wages, and several studies cite the decline or
stagnation of wages for less-skilled workers as a significant factor in the decline
in the labor force participation rate of men (CEA 2016; Juhn, Murphy, and Topel
2002; Blank and Shierholz 2006; Krause and Sawhill 2017; Daly, Hobijn, and
Kwok 2010). Fifty years ago, participation rates for prime-age workers with
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Box 3-4. Military Spouses in the Labor Market

Spouses of Americans who serve in the military face particular challenges
in the labor market. In 2012, more than half of active duty service members
were married, representing approximately 725,000 military spouses (GAO
2012). Although some of these spouses live abroad, the vast majority are
participants or potential participants in the U.S. labor market; 92 percent are
female (U.S. Chamber of Commerce Foundation 2017).

With military service comes frequent geographic relocation, and mili-
tary families typically move every two to three years. With each move, military
spouses become “trailing” spouses, those whose labor market engagement
is constrained by the geographic mandates of their military spouse. Trailing
spouses must reset their careers in each new location, or find employment
which facilitates remote work, and employers may view military spouses
as suboptimal hires due to turnover risk, even when these spouses are
otherwise attractive job candidates. Alternatively, employers may agree to
employ military spouses, but at a lower wage, in reflection of higher turnover
expectations.

A survey conducted by the U.S. Chamber of Commerce Foundation indi-
cates that military spouses experience both higher rates of unemployment
and lower wages than their nonmilitary peers. In 2017, 16 percent of military
spouses in the labor market were unemployed, more than three times the
rate for all American labor force participants. Unemployment costs appear to
be even higher for younger spouses, and an Institute for Veterans and Military
Families report found that 18- to 24-year-old military spouses experienced
unemployment rates of 30.3 percent in 2012. Adjustments for demographic
characteristics reduce, but do not eliminate, the employment gaps between
military spouses and other labor force participants (Lim and Schulker 2010).
Evidence from Meadows and others (2016) indicates that military spouses
earned substantially less than other labor market participants with similar
characteristics.

The Trump Administration has made a priority of supporting those who
serve both in and out of uniform. The Department of Defense houses a num-
ber of programs charged with facilitating the gainful, rewarding employment
of military spouses. Military Spouse Preference provides employment prefer-
ence for spouses of active duty military members of the U.S. Armed Forces
(including the U.S. Coast Guard and full-time Reserve or National Guard)
who are relocating to accompany their military sponsor on a Permanent
Change of Station move. Relocating military spouses are also eligible for non-
competitive appointment to positions within the Department of Defense or
other Federal agencies. Military spouses also have access to individual career
coaches at no charge; to scholarships that provide eligible junior spouses with
up to $4,000 to be utilized for the pursuit of licenses; to certificates or an asso-
ciate degree in portable career fields; and the Military Spouse Employment




Partnership, which includes more than 360 companies and businesses that
have committed to recruiting, hiring, and retaining military spouses.

Military spouses are more likely than other Americans to find them-
selves ensnared in this country’s patchwork of State-level occupational
licensing laws. Occupational licensing refers to mechanisms to impose
minimum standards (often educational standards) for entry and the ability
to continue working in an occupation. In 2016, 22.3 percent of all employed
Americans held a job-related government license, according to the most
recent survey from the BLS (2017b). About 35 percent of military spouses in
the labor force work in professions that require State licenses or certification,
and over 26 percent of military spouses work in healthcare or education, the
most licensed industries. Variation in requirements between States raises the
cost of cross-State mobility for workers in these occupations, and military
spouses are roughly 7 times more likely to move across State lines than civil-
ian spouses are. State-level licensing requirements imply military spouses
face relicensing at every interstate move.

Progress is being made on these issues. The State Liaison Office in the
Department of Defense works closely with many organizations, including the
Council of State Governments, to promote license portability to facilitate the
ability of military spouses to gain employment in their new State of residence
for those professions that require licensing to practice a profession. The
Administration is currently pursuing an Executive Order to strengthen this
appointment authority and hold Federal departments and agencies account-
able to exercise it to the maximum extent possible.

college degrees and high school degrees or less were similar; but there is now
an 11-percentage-point gap in their participation rates.

Although the narrative of declining demand has more frequently been
applied to “missing men,” it is also consistent with the labor force participation
of women starting in the late 1990s. According to the BLS, the female labor
force participation rate is higher among those with more education; between
2000 and 2015, the participation rates of women who did not attend college
fell by 7.9 percentage points, to 49.1 percent, compared with a decline of 0.6
percentage point, to 82.3 percent, for those with at least a bachelor’s degree.
Box 3-5 gives more detail on the participation of America’s mothers.

Supply-Side Factors

The decline in labor force participation resulting from low-skilled employees
dropping out of the workforce in response to falling labor demand is impor-
tant, but thisis an insufficient explanation for the full participation rate decline.
Coglianese (2016) summarizes the contribution of reduced labor demand for
men, in particular, finding that about 50 percent of the decline in the male
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Box 3-5. Paid Family Leave and the Challenges of Working Families

An increasing number of children in the United States live in households
where both parents are employed, according to the BLS. American families
often struggle to balance the demands of employment schedules against the
time requirements of children, with women, in particular, experiencing dips
in labor force participation during prime childbearing years. Between 2014
and 2016, labor force participation rates for young women peaked at age 28,
and 74.9 percent of women of that age were in the labor force in those three
years. But for women just four years older at the time, participation rates were
2.1 percentage points lower, likely reflecting childbearing; the average age of
a first-time American mother is 26 (Martin et al. 2017). Declining rates of par-
ticipation in those prime childbearing years eventually reverse, and by age 40,
when children are older, 75.0 percent of women were labor force participants.
The 30s decade employment dip is apparent in data from at least 1994, and
the magnitude has remained relatively unchanged over this period. (There is
no corresponding dip in male participation.)

Falling labor force participation rates for women in their 30s partially
reflect the intense time and care needs of children. Data on child time cover-
age from the 2012 National Survey of Early Care and Education for 2012 indi-
cate that between 63 and 70 percent of childcare for newborns to 4-year-olds
in the United States was provided by parents in that year, with two-parent
families and low-income families displaying higher rates of parental time
coverage than other groups.

Parental time pressures are particularly acute in the first few weeks and
years following a child’s birth or adoption, as shown in figure 3-iii. In 2016, the
labor force participation rate for women with a child under 6 was more than
10 percentage points lower than the rate for women whose youngest child
was between 6 and 17. This latter group of mothers, which includes mothers
of all ages, had participation rates remarkably similar to the rate for all prime-
age women. The participation rate of women with young children has been
remarkably steady since roughly 1997, varying between 62.8 and 64.9 percent
for the entire period with the exception of a dip to 61.8 percent in 2004. The
labor supply effects of young children for women are not apparent for men.
Men with young children (under 6) have higher participation rates than those
with a youngest child between 6 and 17, and higher rates than all prime-aged
men.

In recognition of the high time costs of young children, the Family
Medical Leave Act of 1993 gives American workers the right to 12 weeks of
unpaid parental leave, with exceptions for worker tenure, employer size,
and highly compensated individuals. The BLS estimates that 88 percent of
Americans had access to unpaid family leave in 2016. Paid leave is rarer. Only
15 percent of U.S. workers had access in 2016, and workers in the highest
income quartile were nearly four times more likely to have access to paid
parental leave than workers in the lowest income quartile (BLS 2017a). For the
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Figure 3-iii. Annual Labor Force Participation Rates for Women,
by Age of Youngest Child, 1994-2016
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workers themselves and their children, paid family leave has several benéfits,
including higher labor force attachment after the first year of a child’s life
and higher rates of breastfeeding, which has been shown to be beneficial
for child development (Rossin-Slater, Ruhm, and Waldfogel 2013; Huang and
Yang 2015). These policies also assist parents in smoothing income over the
postnatal weeks; for low-income families, this smoothing may carry benefits
for all children in the household (Isaacs, Healy, and Peters 2017). Employers,
for their part, must cover the costs of worker pay and benefits over the leave
period, as well as perhaps replacing those absent workers, costs which may
be easier for larger business to absorb.

The Trump Administration is committed to working with Congress to
enact a working family agenda, including policies that would extend paid
family leave to more American workers. Such an effort would have multiple
benefits, including encouraging the labor force attachment of parents in the
years following the birth of a child.

labor force participation rates is accounted for by low-skilled men, but only 20
to 30 percent of this fall is attributed to fewer market opportunities for low-
skilled labor. Rather, the same study highlights a rising return to leisure time
for nonparticipating men. The next subsections examine possible contributors
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to higher returns to leisure, along with other supply-side factors depressing the
labor supply among prime-age workers.

Government Transfers

As discussed earlier in this chapter, taxes and government transfers played
an important role in sheltering the median person’s household equivalized
income from losses in market income during and after the Great Recession.
The increased generosity of government transfers during economic downturns
is an important source of household income smoothing over business cycles—
but in the face of diminishing utility from income, government transfers also
serve to reduce the incentive to work, and one possible explanation for the fall
in labor force participation of prime-age workers is a rise in the value of govern-
ment transfers available for those who are not in the labor force.

Mulligan (2015) finds evidence of a negative relationship between gov-
ernment tax and transfer programs and aggregate labor supply. Mulligan
documents an increase in both earnings and employment taxes since 2007,
including the effects of expanded unemployment benefits in 2008 and 2009
and the Affordable Care Act’s employer penalty. For example, the level of ben-
efits offered through food stamps (SNAP) were temporarily increased as eligi-
bility requirements were relaxed and legislative changes to the Unemployment
Insurance program allowed for an increased duration of benefits and an
increase in the overall level of benefits while States were encouraged to adopt
broader eligibility requirements. Other social safety net programs, such as
Medicaid, also adopted more relaxed eligibility rules and became more gen-
erous beginning in 2007. Mulligan (2012) finds that the expanded safety net
substantially increased the marginal tax on work, not only because some of
these programs required new employer-provided benefits (like the Affordable
Care Act) but also because they increased the tradeoff workers faced when
transitioning from the social safety net into employment. Mulligan concludes
that these expansions caused at least half the drop in hours worked between
2007 and 2009, effects concentrated at the lower end of the skill distribution.

Moffitt (2015) presents a counterpoint to Mulligan’s analysis, arguing that
the marginal tax rates faced by workers moving from the social safety net to
employment in Mulligan’s analysis are overestimated and that the actual rates
imply much smaller reductions in labor supply as a result. Similarly, Moffitt’s
review of the literature on the labor supply effects of individual programs sug-
gest much weaker labor supply responses to these changes, although Moffitt
acknowledges that these effects are generally estimated outside recession
periods.

Notably, other authors have highlighted the success of some transfer
programs, including the Earned Income Tax Credit (EITC), in encouraging work
among single parents by subsidizing employment (Meyer and Rosenbaum
2001; Eissa and Liebman 1996; Grogger 2003). Still, the program appears
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to have served as a disincentive to work for married couples (Eissa and
Williamson 2004). In addition, while a study by Barnichon and Figura (2015)
on the impact of “welfare-to-work” reforms on low-income women during the
1990s—for example, the EITC’s expansion in 1993 and the introduction of the
Temporary Assistance for Needy Families program in 1996 to replace Aid to
Families with Dependent Children (AFDC)—finds evidence of increased labor
force attachment for some workers following the reforms, they show that these
reforms lowered the desire to work for some nonparticipants. This pattern may
reflect a bifurcation among previous AFDC recipients: Those who were closer to
employment responded to the enhanced work requirements and the EITC by
moving into employment; but those previous AFDC recipients who faced higher
employment hurdles moved into disability receipt—although the authors do
not test for this directly.

There is somewhat more of a consensus about the depressive effects of
Social Security Disability Insurance (SSDI) on labor force participation among
prime-age workers (Maestas, Mullen, and Strand 2013; Autor and Duggan 2003;
Autor et al. 2016; Gokhale 2014; Juhn, Murphy, and Topel 2002; French and
Song 2014). The SSDI incidence rate for all age groups, including prime-age
men, has increased during the last 50 years, and this increase cannot be fully
explained by an aging workforce or other demographic factors. Autor and oth-
ers (2015) identify two major channels through which SSDI reduces labor force
participation rates: benefit receipt and long application times. SSDI applicants
are not allowed to work while receiving SSDI benefits or waiting for their
application to process. Applicants who are denied benefits endure wait times
for the applications and appeals processes averaging 26 months. Upon denial,
their return to the labor force is hampered by atrophied human capital and
the negative signal to employers of 6 months of unemployment. At the peak
of the Great Recession, approximately 2.3 percent of the prime-age population
applied for SSDI. Autor and others (2015) estimate that the depressive effects of
SSDI on employment range from 3 percent in the short run to 6.5 percent in the
long run—conditional on application. The depressive effects of SSDI on labor
force participation are particularly acute for prime-age workers, and Liebman
(2015) estimates that reforms to reduce application waiting time for SSDI could
have a benefit-to-cost ratio of 10 to 1.

Physical and Mental Health

Another explanation for the decline in prime-age participation is deteriorating
health. A recent survey finds that taking pain medication and, presumably,
physical pain, is highly prevalent among prime-age individuals not in the labor
force (Krueger 2017). Prescription pain medication is taken regularly by 44
percent of the prime-age men not in the labor force, compared with 20 percent
of those employed, and Krueger estimates that 40 percent of those men not
participating in the labor force report that the pain they experience prevents

Labor Market Policies to Sustain the Middle Class | 151



them from obtaining a job for which they would be qualified. For prime-age
women, 35 percent of those not in the labor force report taking prescription
pain medication, as opposed to 26 percent of those who are employed. These
data imply that pain and physical limitations may be a serious barrier to work
for both genders.

In addition to physical pain, mental health issues, such as depression and
stress, have become increasingly common. Case and Deaton (2015, 2017) find
that midlife mortality rates for white, prime-age males are rising, in conjunc-
tion with alcoholism, drug addiction, depression, and suicide. The authors do
not indicate a direct link between decreased mental health and labor market
inactivity; however, it may be beneficial to further explore these trends and
possible relationships.

Beyond painkillers, several studies have concluded that the opioid epi-
demic, in particular, is related to declining prime-age labor force participation,
particularly for men (Mericle 2017). Krueger (2017) explores the relationship
between prescription opioids and participation rates for prime-age men and
women using 2015 county-level opioid prescription rates and county-level
labor force data from 1999 to 2001 and 2014 to 2016. He finds that prescription
opioid consumption can account for 20 percent of the decline in participation
for men and 25 percent of the decline for women. Anecdotally, employers
report difficulty finding job candidates who can successfully pass a drug test,
but data from employers on this topic are not readily available. According to
information from the drug-testing company Quest Diagnostics (2016), between
2011 and 2015, the positivity testing rate for heroin increased 146 percent for
the general U.S. workforce. For safety-sensitive employees facing mandatory
Federal drug testing, positivity testing for heroin increased 84 percent over this
period.

Ultimately, it is unclear to what extent Americans’ opioid abuse, or pre-
scription pain medication habits, causes them to exit the labor force (Mericle
2017). It is possible that other characteristics of these drug users drive their
lower labor force participation. Moreover, drug abuse leads to other barriers to
work, such as atrophied skills and other social issues. As a result, any estimate
of the number of Americans who are absent from the labor force due to drug
addiction is not the same as an estimate of the number of Americans who
might find work if theillicit drug epidemic were to be fully curtailed. The follow-
on effects of abuse would remain as barriers to labor force entry. That said, a
curtailment of theiillicit drug problem would reduce the flow of individuals into
addiction, alleviating the long-term drag on labor force participation even if
short-run effects persist.

Geographic Immobility

High levels of unemployment concentrated in particular locations may amplify
exit from the labor force, especially when workers are unwilling or unable to
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move to a location with a stronger job market. People move to improve their
life circumstances, but the share of Americans moving has been declining, and
is currently at its lowest value on record (figure 3-21).

In addition to family and social connections, deterrents to moving
include (1) search time, (2) State-specific occupational licensing requirements,
(3) local land use regulations that raise housing costs in places with the great-
est potential growth, and (4) homeowners’ limited ability to sell their homes.
Such obstacles to finding better employment opportunities, coupled with high
local unemployment rates, may lead employees to ultimately exit the work-
force. More research is needed to determine the direct relationship between
geographic immobility and labor force participation, specifically exploring
whether obstacles to moving have increased over time, and how prime-age
workers in particular have been affected.

Emerging technologies and investments that allow workers to access
job opportunities without geographic relocation—including expanded access
to broadband technology, telecommuting, Internet-based employment, and
falling commuting times—may make geographic immobility less relevant for
labor force participation.

Alternative Uses of Time

Another consideration for the decline in labor force participation, particularly
for men, is that people may be choosing to spend more of their time outside
the workforce, perhaps substituting their spouse’s income for their own. Juhn
and Potter (2006) find that this is an unlikely scenario to explain the labor force
participation changes for prime-age men. Data on time spent doing housework
show that these increases for men have been relatively small, while labor force
losses are greater for single men or men whose wives are not employed. For
example, participation declined nearly 5 percentage points from 1969 to 2004
for single men and 7.7 percentage points for men with nonworking wives.
Conversely, men with working wives only experienced a drop of 3.4 percentage
points during the same period.

Policy Options to Promote Participation
among Prime-Age Workers

Given the myriad explanations for the decline in labor force participation for
prime-age workers, there is no ready consensus on the policies most likely to
affect change. But five main options are likely to garner more consensus than
others.

First, the decline in demand for workers with fewer years of schooling
should be met with a concerted effort to aid workers in their retraining efforts
and to increase demand for these workers. Boosts to infrastructure spending
would shore up demand for workers without college degrees and would likely
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Figure 3-21. Share of U.S. Residents Who Moved during the Past

Year, 1947-2016
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Sources: U.S. Census Bureau; Current Population Survey.
Note: The one-year geographic mobility question was not asked between 1972 through
1975 and 1977 to 1980, so the value is interpolated.

result in higher wages for workers in the skilled trades, encouraging more entry
into these occupations. The Administration’s focus on apprenticeships is one
method to help bridge the gap between the skills needed by expanded infra-
structure activity and the skills of today’s unemployed and labor force nonpar-
ticipants. Ensuring government financial support can be used for short-term
retraining programs (programs that do not lead to a two- or four-year degree)
may be another way to facilitate the re-entry of workers into employment.
Given weak performance evaluations of Workforce Investment Act programs in
recent years, however, demonstrated effectiveness of particular programs and
institutions should be a precursor to receive further Federal support.

Second, the geographic immobility of workers is a conundrum with no
easy solution. Encouraging internal migration is one possible tactic; but there
has been little research on how the Federal government might do so. In addi-
tion, encouraging internal migration is likely to exacerbate the struggles of
distressed communities. Indeed, the low proclivity of Americans to migrate
points to the need for local economic development and labor market connect-
edness without relying on workers to change their residence. Place-specific
private investment incentives, such as those proposed by Bernstein and
Hassett (2015), would resolve issues of geographically concentrated labor force
nonparticipation without requiring migration. The newly passed Tax Cuts and
Jobs Act (TCJA) is a positive step in this direction. The TCJA allows would-be
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for-profit investors to defer capital gains recognition, and the associated tax,
from the sale of an appreciated asset if they invest the gains in Opportunity
Zones located in “low-income community” census tracts. State governors have
90 days after the enactment of TCJA to designate their State’s Opportunity
Zones. Similarly, well-designed infrastructure investments that enable workers
to connect with jobs without moving would likely facilitate the reentry of some
workers to the labor force.

Third, curbing the opioid crisis is of critical importance for ensuring a sta-
ble or growing employment rate among prime-age workers, and curtailing the
supply of these substances would reduce addiction rates among Americans.
Even with a curtailment of the illicit drug flow into the United States, individu-
als who are currently out of the labor force because of opioid addiction may
struggle to reenter without additional investments in skill upgrading. Still,
progress on the opioid addiction front might stem the tide of workers into
nonparticipation and, over time, prop up the participation rate.

Fourth, there is likely a substantial opportunity to modify government
transfers to more directly encourage, rather than discourage, work. One
example of this is SSDI. Maestas, Mullen, and Strand (2013) show that SSDI
applicants with similar profiles but whose applications are rejected by a
“tough” evaluator are significantly more like to return to the labor force than
are those whose applications are accepted by an “easy” evaluator, and who
thus go onto the SSDI rolls. European countries have long since recognized that
movement onto their long-term disability rolls should be a last resort, and thus
have substantially reduced their disability beneficiary rates using “work first”
reforms. Such reforms have raised eligibility standards and have increased the
liability of employers for the disability insurance uptake of their former work-
ers. These reforms have been successfully implemented, especially in Germany
and the Netherlands, where the combination of tighter eligibility requirements
and cost sharing with private employers has resulted in lower disability insur-
ance uptake (Burkhauser and Daly 2011; Burkhauser, Daly, and Ziebarth 2016).

Fifth and finally, policies that encourage business formation and capital
spending could, if successful, drive up the demand for labor and wages and
increase labor force participation (CEA 2017). These policies are discussed in
chapter 1.

Conclusion

Headline annual economic growth in real GDP and per capita real GDP during
the current business cycle has been the slowest of all post-World War Il busi-
ness cycles. This unprecedentedly slow recovery, especially for middle-class
labor incomes, is perhaps the primary economic problem facing our Nation. A
marked increase in net government transfers offset to some degree the decline
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in the median American’s household income. But without substantial increases
in economic growth, this level of redistribution is unlikely to be sustainable.

Clearly, the best possible outcome is for labor incomes to return to
normal levels of growth. Public policies, as discussed in other chapters, have
focused on increasing economic growth—and with it, increasing labor demand.
We have argued in this chapter that policies to increase aggregate supply are
also necessary to set the United States on a path of higher employment growth.
Although demographic factors can account for part of the decline in overall
labor force participation rates, they cannot account for it all, and we have
shown that demography need not be destiny. Accordingly, a combination of
policies and economic conditions that raise labor force participation rates can
materially affect overall economic growth. As a simple benchmark, a return of
the prime-age participation rate to the rate apparent in 2007 (still well below
the rate apparent in 2000) would return about 1.7 million U.S. workers to the
labor force over 10 years and raise the overall participation rate by 0.065 per-
centage point a year, resulting in an increase of 0.1 percentage point a year in
the rate of GDP growth.

Because past public policies are responsible for some of the drag on
employment growth, changes in these policies can be important ways to get
workers off the sidelines and again fully participating in our economy and
enjoying its benefits. A coordinated effort encouraging people to do this could
significantly reinforce the positive effects of labor demand policies.

Appendix

As discussed in footnote 8 above, our results for income are not sensitive to the
choice of price deflator. Here, the PCE chain price index is used in figure 3-22
in lieu of the CPI-U-RS in figure 3-5. The main conclusions from figure 3-5 are
not affected under this alternative measure, despite the fact that the PCE index
is a chain-type index while the CPI is Laspeyres index, which systematically
overstates inflation and therefore would understate real income growth.
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Figure 3-22. Alternative Measures of Trends in Real Median Income,
Deflated Using PCE Chain Price Index, 1979-2016
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Sources: National Bureau of Economic Research (NBER); Elwell and Burkhauser (2017); Bureau of
Labor Statistics (BLS), Current Population Survey; BLS, Consumer Price Index; Bureau of
Economic Analysis, National Income and Product Accounts; CEA calculations.

Note: Shading denotes NBER business cycle. CEA collapsed the double-dip recessions of
1953:Q2-1957:Q3 and 1957:Q3-1960:Q2, as well as 1980:Q1-1980:Q3 and 1981:Q3-1982:Q4, into
single peak-trough-peak periods of the late 1950s and 1980s, respectively. Annual data are

linearly interpolated. The six measures of nominal median income are deflated using the PCE
Chain Price Index.
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Chapter 4

Infrastructure Investment
to Boost Productivity

Concerns about the state of our Nation’s infrastructure have become common-
place. We systematically face excess demand, quality degradation, and conges-
tion when using our public assets—as, for example, on many of our urban roads
and highways. Without price signals to guide the users and suppliers of our
Nation’s infrastructure, we use our existing assets inefficiently, fail to properly
maintain them, and do not invest to add needed capacity. Furthermore, com-
plex, overlapping, and sometimes contradictory rules and regulations deter

and delay investors from adding to or improving existing capacity.

The central infrastructure problem facing policymakers is how to resolve this
mismatch between the demand for and supply of public sector capital, both by
using our existing assets more efficiently and by adjusting long-run capacity to
efficient levels. Allowing prices to have a larger role in guiding consumption and
investment decisions will be key to achieving the positive growth and produc-
tivity effects that infrastructure assets can provide. We estimate that a 10-year,
$1.5 trillion infrastructure investment initiative could add between 0.1 and
0.2 percentage point to average annual real growth in gross domestic product

under a range of assumptions regarding productivity, timing, and other factors.

To achieve growth at the higher end of this range, we suggest four key actions
for policymakers to consider. First, the Federal regulatory structure must be
streamlined and improved—while ensuring the achievement of health, safety,
and environmental outcomes. Conflicting, unduly complex, and uncoordinated
rules and regulations can impede investments in—and significantly delay—the

delivery of needed infrastructure, an especially salient issue in the energy and
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telecommunications sectors, as discussed in this chapter. Addressing these
issues will take time but will generate significant public benefits, and several
recent Federal actions have begun this process, including President Trump’s
August 15, 2017, Executive Order to reduce unnecessary delays and barriers to

infrastructure investment.

Second, additional resources can be secured for infrastructure investment,
turning to some combination of user charges, specific taxes, or general tax
revenues. Although public resources are important, this chapter emphasizes
the role of user fees based on marginal costs. Such user charges—which
typically are set by States and local governments and are collected from those
who directly benefit from publicly provided roads, water facilities, and other
types of infrastructure—will encourage efficiency in use, provide signals from
consumers and to suppliers about the value of future investments, and gener-
ate revenues. In the case of roads and highways, for example, fuel taxes have
historically acted as imperfect user fees, but conventional funding models are
now under pressure from rising fuel efficiency and the use of electric vehicles,
and congestion costs are high and rising in many urban areas. Innovations
such as user fees for vehicle miles traveled—as are being piloted in Oregon, for
example—and highway tolls that vary with congestion can increase efficiency
and raise needed revenues to pay for infrastructure improvements and addi-

tions to capacity.

Third, the Federal government can support the use of innovative financing
options such as public-private partnerships that will more efficiently utilize the
total capital available from the public and private sectors and lower its cost.
Well-designed financial contracts, compared with conventional procurement
methods, can result in lower project costs, shorter deadlines, higher-quality

services, and decreased life-cycle costs of provision.

Fourth and finally, policymakers at all levels of government can improve project
selection and investment allocations to ensure that the highest-value projects

are chosen and funded. Expanding the role of competitive grant programs, such
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as the Department of Transportation’s Infrastructure for Rebuilding America
grant program, can increase the productivity impact of any given infrastructure
investment. Further, giving State and/or local governments more flexibility in
project choice can help ensure that local projects are aligned with local needs
and preferences, and encouraging the use of cost/benefit analysis to inform
project selection can also increase the efficiency of infrastructure investments.
On balance—with appropriate regulatory policies and infrastructure funding,
along with financing provisions, in place—the United States can look forward

to a productive and prosperous 21st century.

ur Nation has been rightfully proud of its infrastructure—the roads,

bridges, waterways, energy facilities, telecommunications networks,

and other physical and technological underpinnings that make
possible our economic activity, trade, and commerce, both domestically and
abroad. However, recent decades have seen sustained growth in the demand
for infrastructure services that has not been met with corresponding growth in
and maintenance of their supply—so concerns about overuse, congestion, and
poor service have become common. The supply of infrastructure has failed to
keep up with increases in demand in part because much access to infrastruc-
ture is underpriced or, in many instances, provided free of charge to users,
which systematically has led to excess demand, overuse, and congestion—as,
for example, on many of our urban roads and highways.

In the private sector, congestion and excess demand for goods and
services typically cause prices to rise, signaling to consumers that they should
curtail their consumption, while these same high prices signal producers about
the value of investing and expanding production. However, in the public sector,
which funds and often directly provides much of the Nation’s infrastructure,
investment and allocation decisions are made by tens of thousands of distinct
governmental entities based on little or no price information; hence, they have
inadequate information about the expected benefits and costs of proposed
investments and allocations. Without price signals to guide the users and sup-
pliers of our Nation’s roads, highways, waterways, and other infrastructure,
we rely on inefficient, nonprice rationing of our existing assets; do not prop-
erly maintain existing assets or invest to add needed capacity; and instead
often experience rising levels of congestion, delay, and quality degradation.
Furthermore, complex, overlapping, and sometimes contradictory rules and
regulations deter and delay investors from making capacity additions or
improvements, exacerbating the imbalance between the demand and supply
of infrastructure.
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The central infrastructure problem facing policymakers is how to resolve
this mismatch between the demand for and supply of public sector capital,
both by using our existing assets more efficiently and by adjusting long-run
capacity to efficient levels, a challenge made even more complicated by the
fragmented roles of the Federal, State, and local levels of government, and pri-
vate sectors. In many cases, this will mean expanding or relocating capacity to
meet demand. However, in some cases, the opposite will be true: Infrastructure
supply can exceed demand, either overall or regionally, and the challenge will
be to reduce capacity to efficient levels while ensuring that all Americans have
access to the 21st-century infrastructure services they deserve.

In this chapter, we propose features of a more efficiently financed capac-
ity expansion of the infrastructure for the U.S. economy. We consider not only
“core” assets—such as roads, bridges, railways, transit systems, and water and
wastewater facilities—but also telecommunications and power sector assets.
Allowing prices to have a larger role in guiding consumption and investment
decisions will be key to achieving the positive growth effects that additional
infrastructure assets can provide. We estimate that a 10-year, $1.5 trillion infra-
structure investment initiative could add between 0.1 and 0.2 percentage point
to average annual real growth in gross domestic product (GDP), under a range
of assumptions regarding productivity, timing, and other factors.

To achieve growth at the high end of this range, we suggest four key
actions for policymakers to consider. First, the Federal government can take
the lead in streamlining, developing, and updating the regulatory environment
to pursue appropriate health, safety, and environmental goals without hinder-
ing innovation, especially in forward-looking technologies. As explored further
below, regulatory impediments and barriers have figured prominently in the
energy and communications sectors, and addressing these constraints will
have a positive impact on productivity and growth.

Second, additional resources can be secured for infrastructure invest-
ment, turning to some combination of user charges, specific taxes, or general
tax revenues. Although Federal resources are important, States and localities
actually fund most of the Nation’s core infrastructure. Thus, increased funding
support throughout our governments will be essential, in addition to attracting
private sector capital in sectors where most assets are privately owned, such
as telecommunications and energy. Additional general tax revenues at the
Federal, State, and/or local government levels may be appropriate, especially
for infrastructure facilities that provide benefits beyond the borders of the
investing jurisdiction, but this chapter emphasizes the role of marginal cost-
based user fees. Such user charges—which typically are set by States and local
governments and are collected from those who directly benefit from publicly
provided roads, water facilities, and other infrastructure—will encourage effi-
ciency in use, provide signals to consumers and suppliers about the value of
future investments, and generate revenues. Developing and incentivizing the
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use of value capture programs would also increase available funding resources,
as parties experiencing capital gains (e.g., increased property values) would be
taxed to help pay for the costs of the infrastructure investment responsible for
these gains.

Third, the Federal government can support the use of innovative financ-
ing options such as public-private partnerships that will more efficiently utilize
the total capital available from the public and private sectors and promote
more efficient infrastructure delivery. Well-designed partnerships can improve
incentives to lower project costs, meet deadlines, provide high-quality ser-
vices, and minimize life-cycle costs of provision compared with conventional
procurement methods.

Fourth and finally, policymakers at all levels of government can improve
project selection and investment allocations to ensure that the highest valued
projects are chosen and funded. Using tools such as cost/benefit analysis can
increase overall efficiency, because directing limited investment funds to their
most valued uses will make any given infrastructure investment that much
more productive. Further, maintaining project selection at the State and/or
local government levels can help ensure that projects with limited spillover
effects are aligned with local needs and preferences.

We also note that enhanced infrastructure spending may have implica-
tions for America’s workers to the extent that labor demand rises in infra-
structure construction and design occupations and related fields. Although it
is difficult to predict the net employment impact of increased infrastructure
investment, a demand shift toward these occupations may benefit workers
in those fields. The current stock of infrastructure workers in the labor force
is disproportionately drawn from the population with a high school degree
or less, indicating that enhanced labor demand would disproportionately
benefit those with fewer years of formal education, precisely the segment of
the population where there is the most excess supply. The Federal government
can minimize any remaining labor constraints by easing occupational licens-
ing requirements for infrastructure workers on federally funded projects and
by enhancing the retraining options for workers interested in transitions into
these occupations.

The chapter proceeds as follows. The first section documents the status
quo and the demand and supply imbalances in America’s infrastructure, and
the second section discusses the economic evidence for the value of increas-
ing public sector capital. The third section considers the roles of Federal,
State, and local governments in undertaking the needed capacity expansions
or enhancements, with an emphasis on funding resources and financing
arrangements. The fourth section examines particular aspects of the value of
additional or enhanced capacity in the energy and telecommunications sectors
and the inland waterways system. The fifth section concludes.
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U.S. Infrastructure’s Growing
Problem of Excess Demand

Although the Nation’s transportation network, water facilities, communica-
tions sector, and energy infrastructure are the envy of many, studies and media
reports increasingly point to problems with congestion, service quality degra-
dation, insufficient funding, fairness and affordability, and the lack of coordi-
nated, forward-looking infrastructure management in the public sector (e.g.,
Rosenthal, Fitzsimmons, and LaForgia 2017; Gregory et al. 2017; Blakemore
2016). The American Society of Civil Engineers (2017) gave the Nation a grade
of D+ in its most recent infrastructure report card, little changed from previous
years, putting a $4.6 trillion price tag on the needed upgrading of public assets
across many sectors, including surface transportation, aviation, water utilities
and water resource management, and energy. Though specific conditions vary
across sectors and regions of the country, recent overall assessments have
identified key infrastructure deficits with real consequences for U.S. consumers
and businesses. For example, between 1980 and 2016, vehicle miles traveled in
the United States more than doubled, while public road mileage and lane miles
rose by only 7 and 10 percent, respectively (figure 4-1).

Unsurprisingly, queuing caused by traffic congestion has risen, impos-
ing both direct and indirect costs on business and leisure travelers alike. The
national average annual congestion delay per auto commuter reached 42
hours in 2014, according to the Texas A&M Transportation Institute (TTI 2015).
TTIs travel time index reached an all-time high value of 1.22 in 2014, meaning
that a trip that would take 30 minutes without congestion (“free flow” condi-
tions) takes 22 percent longer—between 36 and 37 minutes—when roads are
congested. Once the value of extra travel time and wasted fuel costs are taken
into account, TTI estimates that total congestion costs were $160 billion in
2014, equivalent to 0.9 percent of GDP that year (figure 4-2). Left unaddressed,
these estimated congestion costs would total over $1.4 trillion over 10 years’
time.

Average highway congestion increased across the country, and conges-
tion has worsened far more in some cities than it has in others. Table 4-1
indicates not only that the auto-commuter-weighted average hours of delay
per auto commuter in the Nation’s 101 largest cities rose from 33 hours in 1990
to 52 hours in 2014, but also that the range across cities widened considerably
during this period, from 61 to 76 hours.

Aside from roads and highways, congestion and service quality problems
on our waterways are also evident. Average delays at locks along the inland
waterways system have crept up, from under 1 hour per tow in 2009 to nearly
2.5 hours in 2016 (figure 4-3), despite a 9.2 percent decline in the number of
vessels served during this period. Similarly, the share of vessels experiencing a
delay has risen from a low of 34 percent during the Great Recession to a 2016
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Figure 4-1. Road Mileage and Vehicle Miles Traveled, 1980-2016

Index (1980 = 100)

220 2016

195

Vehicle miles traveled

170

145

120

Lane miles

Public road mileage
95 &

1980 1985 1990 1995 2000 2005 2010 2015
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Figure 4-2. Traffic Congestion Measures, 1982-2014
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Table 4-1. Annual Hours of Delay per Auto Commuter, 101 Urban Areas

Auto-commuter- Across 101 urban areas
Year weighted
average Average  Standard deviation Minimum Maximum
1990 33 23 10.9 3 64
2014 52 41 13.1 6 82

Sources: Texas A&M, Texas Transportation Institute; CEA calculations.

Note: A yearly sum of all the per-trip delays for those persons who travel in the peak period (6 to 10
a.m.and 3to 7 p.m.). The developed area (i.e., with a population density of more than 1,000 persons
per square mile) within a metropolitan region. The urban area boundaries change frequently (every
year for most growing areas), so increases include both new growth and development that was
previously in areas designated as rural.

high of 48 percent (USACE 2017a). Such delays can be costly; the American
Society of Civil Engineers estimated annual delay costs of $33 billion along the
system in 2010; even if delays had not increased since then, that annual cost
corresponds to a nearly $300 billion cost over 10 years’ time.

Infrastructure needs in the water and wastewater sector are also con-
siderable. The U.S. Environmental Protection Agency (EPA) estimates that
$655 billion will be needed over the next twenty years to upgrade and replace
infrastructure in the water and wastewater sectors, comprised of $271 billion
for wastewater collection and treatment facilities and $384 billion for drink-
ing water facilities. Concerns include water loss from water main breaks, raw
sewage discharges into local water supplies, and overall water quality. For
example, the EPA estimates the annual cost of water main breaks to be $2.6 bil-
lion, implying over $20 billion in costs over 10 years’ time. More detailed needs
assessments at the regional or local level confirm similar needs but also reflect
significant heterogeneity, because some water and wastewater utilities face far
greater challenges than that of others, especially in larger cities with declining
populations (GAO 2016).

How Increasing the Supply of Infrastructure
Supports Economic Growth

The value of adequate public infrastructure in terms of both quantity and
quality comes from its role in strengthening the economy’s growth prospects.
Increases in public capital intensity (public capital stock per worker) can affect
productivity and growth through multiple channels. More generally, without
sufficient, high-quality infrastructure allocated efficiently across sectors—and
indeed, across the country—economic growth will be constrained. The simple,
back-of-the-envelope estimates of 10-year costs from delays and quality
problems discussed briefly above--$1.4 trillion congestion costs on our roads,
nearly $300 billion from delays on our inland waterways systems, over $20
billion lost from water main breaks—point to the value to users of improved
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Figure 4-3. Inland Waterways System Lock Delays, 1993-2016
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Source: U.S. Army Corps of Engineers, Public Lock Usage Report.

infrastructure in terms of its quantity, quality, and allocation. In general, the
gross benefits of these improvements include any revenues users are willing
to pay for the improvements as well as any consumer surplus they experience,
recognizing that some of the benefits also accrue to nonusers. Assessing these
ex ante benefits is relatively straightforward for a specific asset or project,
but for the economy as whole, economists often lack direct welfare measures
and instead consider the relationship between infrastructure and productiv-
ity or output. This section reviews recent trends in infrastructure investment
spending and capital accumulation and summarizes the evidence for the links
between infrastructure, economic growth, and productivity.

Recent Trends

Two key ideas emerge from a review of recent data. The first is that infrastruc-
ture investment spending, as a share of the economy, has remained fairly
steady in recent decades; and the second is that States and local governments
are more important than the Federal government with respect to the funding,
ownership, and management of core infrastructure assets. The Congressional
Budget Office (CBO 2015) reports that public spending on transportation
and water infrastructure has averaged about 2.4 percent of GDP since the
1980s, with a temporary increase in 2009 and 2010 due to additional spend-
ing under the American Recovery and Reinvestment Act (figure 4-4). In 2016,
nominal government fixed, nondefense investment spending was 2.5 percent
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Figure 4-4. Public Spending on Transportation and Water
Infrastructure, 1956-2014
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Table 4-2. Average Public Nondefense Investment as a Percentage
of Nominal GDP, 1980-2016

Time period Federal nondefense State and local Total
1980-90 0.89 2.06 2.95
1990-2000 0.82 2.13 2.96
2000-2010 0.72 2.34 3.06
2010-16 0.72 2.02 2.74

Sources: Bureau of Economic Analysis; CEA calculations.

of nominal GDP, with the structures component accounting for 1.5 percent of
nominal GDP.

Table 4-2 shows that average nominal nondefense public investment
as a share of nominal GDP has averaged 2.74 percent since 2010, with States
and local governments accounting for nearly three times as much spending
as the Federal government. In fact, most of the Nation’s nondefense public
infrastructure is owned by States and local governments; for every $1 in non-
defense capital stock owned by the Federal government, States and localities
own more than $6 worth of public infrastructure.

Economists typically model the role of public sector capital in the econ-
omy by treating it as one factor of production, alongside labor, private capital,
and natural resources. Increased stocks of public sector capital mean increased
flows of capital services available to the economy’s workers, fueling growth
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Figure 4-5. Contribution of Public Capital Stock to Productivity
Growth, 1947-2016
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through at least two channels. First, by raising the productivity of other factors
of production—Ilabor, private capital, and land—increased public capital ser-
vices encourage firms to increase their own investments and expand economic
activity. This indirect, or “crowding in,” effect has been identified in numerous
studies (e.g., Aschauer 1989; Abiad, Furceri, and Topalova 2016). A second,
direct effect works through increases in public capital services per employee
hour, or public capital deepening, which typically accounts for between 0.05
and 0.20 percentage point of growth in labor productivity—not nearly as large
as the impact of private sector capital accumulation, but nonetheless impor-
tant.” Since 2007, public capital deepening has accounted for 0.15 percentage
point of the 1.2 percent growth in labor productivity (figure 4-5).

! Recall that labor productivity growth comes from growth in capital deepening, or the amount
of private capital services per labor input; growth in the skills of workers—often called a labor
composition effect—and increased overall efficiency, calculated as a residual and called total
factor productivity. Historically, in the United States, capital deepening has driven a significant
share of labor productivity growth, though with a marked slowdown in the post-Great Recession
period. From 1953 to 2010, capital deepening accounted for more than 0.9 percentage point of
that era’s 2.2 percent labor productivity growth, but actually detracted from productivity growth
from 2010 to 2015.
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Evidence for the Growth Effects of Public Capital

The likely returns to prospective increases in public investment and capital
stocks depend on many factors—including the responsiveness of output to
increases in public capital, the economy’s initial level of capital intensity,
depreciation rates, how quickly assets can be installed and brought into pro-
ductive service, and even how the investments are financed.

Although the evidence discussed here is based on traditional types of
infrastructure assets, it is important to note that technological innovation
and change will also affect the value of specific infrastructure investments.
Transformative and potentially disruptive technologies, such as those used for
autonomous vehicles and unmanned aviation systems (or drones), may alter
the future use of existing infrastructure, the organization of business activity,
and even residential density and location patterns. Adapting the regulatory
environment to remove barriers to investment and innovation in these tech-
nologies will be key to generating the greatest possible future benefits from
their use, and recent regulatory actions move in that direction. In 2016, the
U.S. Federal Aviation Administration issued operational rules (Part 107 of 14
the Code of Federal Regulations), providing a basic regulatory structure for
drones. In addition, a Presidential memorandum issued on October 25, 2017,
establishes a three-year pilot program to facilitate the integration of drones
into the national airspace and permit more advanced operations of unmanned
aviation systems that go beyond the limits set by Part 107, including flying
beyond the visual line of sight of the operator and flying over people. The pro-
gram is intended to facilitate coordination of and collaboration between regu-
latory authorities, a key step in adjusting regulation to limit barriers to private
investment in this sector. Another example comes from autonomous vehicles
and related technologies, which may affect future use of roads, highways, and
public transit assets and have the potential to improve safety, decrease traffic
congestion, and raise productivity (box 4-1). In this sector, too, regulators face
challenges in adjusting to the new technology without discouraging innova-
tion. To that end, the U.S. Department of Transportation issued guidelines in
September 2017 regarding automated driving systems, establishing principles
regarding safety, technological change, and technical issues of deployment.
The guidelines are intended to assist Federal, State, and local regulatory
authorities as well as industry and consumer stakeholders in maximizing the
future benefits of the new technologies.

Turning now to conventional approaches to exploring the relationship
between public sector capital, productivity, and output, we note that the CBO
(2016b) estimated that a $1 increase in public capital generated an output
increase of about 8 percent, somewhat lower than other recent estimates (CEA
2016; Bom and Ligthart 2014). Our current preferred estimate puts the cor-
responding return at just under 13 percent, which is further explained below.
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Box 4-1. Autonomous Vehicles: A 21st-Century Innovation

Autonomous vehicles provide a flexible and hands-free commute during
which people can engage in activities apart from driving such as office work or
entertainment. A key attraction of these vehicles is their ability to potentially
reduce congestion in highways. This is because driverless vehicles would be
able to drive much closer to other vehicles in a safe manner, and be able to
accelerate and decelerate more quickly. And these vehicles would have the
potential to prevent collisions and reduce regular and incident delays by
creating a smoother traffic flow.

The widespread adoption of driverless cars in the U.S. can increase
economic growth. Winston and Karpilov (2017) estimate that autonomous
vehicles would spur growth in the U.S. by reducing congestion. They focus
their analysis on California, which is home to 11 of the top 16 highway bottle-
necks in the Nation, and then extrapolate their results to other areas of the
Nation. They find that highway congestion had adverse effects on the GDP
growth rate, wages, and commodity freight flows in California. Their findings
corroborate similar results that congestion in the Nation’s West Coast ports
from 2014 to 2015 led to a 0.2-percentage-point decline in GDP (Amiti et al.
2015), and that highway congestion is associated with slower job growth in
U.S. metropolitan areas (Sweet 2014; Angel and Blei 2015). Automobile com-
muting in congested conditions may also damage physical and emotional
health (Fottrell 2015; Knittel, Miller, and Sanders 2016). The benefits of
autonomous vehicles depend on market penetration. In a given year, a 50
percent penetration rate (i.e., half the vehicles in the U.S. would be driverless),
could add more than $200 billion to GDP, 2.4 million jobs, and $90 billion in
wages to the U.S. labor force.

These potential sizable macroeconomic effects of advances in trans-
portation technology are not surprising in light of the historical evidence on
the positive benefits to the U.S. of improvements in mobility. Krugman (2009)
elaborates on how railroads, by reducing transportation costs, facilitated
large-scale production and radically transformed the U.S. economy into
differentiated agriculture and manufacturing hubs. Similarly, given their
potential to reduce congestion and increase safety, autonomous vehicles are
an exciting area of ongoing scientific research.

Calculating the marginal return to public capital requires an estimate

of the elasticity of output with respect to public capital, which has been the
subject of hundreds of studies since the late 1980s. Aschauer (1989) estimated
a U.S. elasticity of about 0.4, suggesting that public sector capital accumulation
was historically a key factor driving economic growth. More recent studies have
confirmed the finding of a robust qualitative and positive relationship between
infrastructure, output, and growth, though with considerable variation across
geographies, time periods, and specific infrastructure assets studied. However,
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most recent studies conclude that this elasticity is well below Aschauer’s ear-
lier estimates.

Bom and Ligthart (2014)’s meta-analysis of 68 studies covering the
1983-2008 period yields a short-run elasticity estimate of 0.083 and long-
run estimate of 0.122. When restricting their analysis to studies focused on
core infrastructure (transportation, water, and sewer facilities), the authors
report slightly higher elasticities of 0.131 and 0.170 in the short and long run,
respectively, highlighting the point that not all infrastructure is created equal.
The authors also report evidence that output elasticities have declined over
time, because studies using more recent data find smaller output elasticities.
Another recent meta-analysis by Nunez-Serrano and Velazquez (2017) finds
0.13 and 0.16 for short- and long-run elasticities, respectively, somewhat
larger than Bom and Ligthart’s baseline results. However, Nunez-Serrano and
Velazquez do not include more recent studies in their analysis, so their esti-
mates may not reflect recent declines in the elasticity estimates found by Bom
and Ligthart.

The CBO (2016b) assumes an elasticity of output with respect to public
capital of 0.06, but this is likely to be too low in the present context, in which
we consider increased investment in core infrastructure, exactly the asset
types associated with higher elasticities (Bom and Ligthart 2014). Given a ratio
of public capital to output of about 0.75, the CBO (2016b) estimates that the
marginal return to public capital will be about 8 percent (0.06/0.75). However,
using Bom and Ligthart’s average elasticity estimate of 0.106 and an adjusted
capital-output ratio that excludes Federal defense capital assets (0.645 in
2016), we estimate the return to be more than 16 percent. In fact, even Bom
and Ligthart’s lower short-run elasticity estimate for centrally provided public
capital (0.083) still yields a return on public sector capital of 12.9 percent, well
above the CBO’s estimate of 8 percent. Below, we use 12.9 percent as our
preferred estimate.

With these data in mind, we can assess the output consequences for
a given increase in public sector capital. A marginal return of 12.9 percent
suggests that $100 billion in new public capital stock, when fully installed
and productive, would raise output by $12.9 billion, or just under 0.1 percent,
each year it was in use; note that this $100 billion in new infrastructure stock
would generate decreasing annual returns each year as it depreciates. This
supply-side channel for infrastructure investment can be used to estimate the
impact of a longer-term, debt-financed program of $1.5 trillion in infrastructure
investment spending over 10 years’ time. The CEA’s analysis of several different
models indicates that these supply-side effects alone would cumulatively add
0.2 to 0.4 percent to the level of GDP over 10 years, depending on the marginal
return to public capital.

However, as the CBO (2016b) notes, several factors may cause actual
output effects to be smaller than predicted. For example, delays in spending
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additional funds, constructing infrastructure assets, or bringing those assets
into productive service will decrease expected returns. Permitting and regula-
tory delays can also affect returns from infrastructure investments. To address
such concerns, on August 15, 2017, President Trump issued Executive Order
13807, “Establishing Discipline and Accountability in the Environmental Review
and Permitting Process for Infrastructure,” which pertains to projects in the
transportation, water and wastewater, energy, and telecommunications sec-
tors. This Executive Order aims to reduce unnecessary delays and barriers to
infrastructure investment; and it outlines a number of steps to streamline regu-
latory and environmental review processes, establish meaningful deadlines
for reviews and related permitting decisions, and clarify the roles of different
governmental bodies.

Another potentially important factor affecting the output impact of an
infrastructure investment program is the response of States and local govern-
ments to an infusion of additional Federal funds for infrastructure investment.
Such an increase could lead to reductions in resources provided by States and
local governments if Federal money serves to crowd out nonfederal support.
The CBO estimates this crowding-out effect at about one-third; applying this
value would lower the CEA’s predicted impact of a federally funded increase
in infrastructure accordingly. Empirical evidence for the sign and size of this
crowding-out effect has been mixed. For example, Knight’s (2002) study of
the Federal Highway Aid program found nearly complete crowding out; under
Knight’s preferred estimates, States and localities cut back by $0.93 for every
additional $1 provided in Federal highway grants during the 1983-97 period.
At a marginal return of 12.9 percent, this implies that a $10 billion increase in
Federal highway funding would ultimately yield only a $0.09 billion impact on
GDP. Although the exact magnitude of this crowding-out effect is uncertain,
Federal policymakers may wish to set maintenance-of-effort provisions as a
condition for receipt of certain Federal funds, to limit States’ ability to curtail
nonfederal support in response to an infusion of Federal funds.

Other effects of increased infrastructure investment. Increased infrastruc-
ture investment can also have other important economic effects. Embarking
on an ambitious infrastructure program may create improved employment
opportunities for some U.S. workers (box 4-2). In addition, such a program
could generate meaningful short-run effects that may vary cyclically. In the
short run, deficit-financed additional infrastructure spending affects GDP in
the year in which the spending occurs, generating direct and possibly indirect
(“multiplied”) effects on GDP. Depending on the timing, the extent of possible
crowding out—or, conversely, multiplier effects—and the marginal product of
public capital, the CEA estimates that the 10-year, $1.5 trillion infrastructure
investment program discussed above would add an average of 0.1 to 0.2 per-
centage point to annual growth in real GDP. If investment is front-loaded, there
is no crowding out, the fiscal multiplier is consistent with Zandi (2012), and the

Infrastructure Investment to Boost Productivity | 173



Box 4-2. Labor Market Effects of Increased
Infrastructure Investment

In addition to raising U.S. productivity and competitiveness, a boost to infra-
structure spending may increase demand for the workers needed to build and
construct these new public assets. Although it is difficult to predict the net
employment impact of increased infrastructure investment, a demand shift
to selected occupations may benefit workers in those fields. We term the set
of 31 occupations that are most likely to experience an increase in demand
“infrastructure occupations”; these occupations account for more than 1
percent of employment in at least one infrastructure-related industry’s total
private wage and salary employment (as defined in the note to figure 4-i).
These occupations include workers who design and carry out infrastructure
projects, including engineers, pipefitters, construction laborers, and the like.
But it also includes transportation and warehousing occupations, along with
workers in installation, maintenance, and repair occupations.

Workers in these occupations are far more likely to have a high school
degree or less than the overall U.S. labor force as shown in figure 4-i. The
unemployment rate for workers is strongly correlated with educational
attainment, and even in the current economic expansion, workers with
fewer years of education are disproportionately likely to find themselves
unemployed. As of December 2017, workers with a high school degree or less

Figure 4-i. Educational Attainment of Infrastructure versus
Noninfrastructure Labor Force Participants, 2017
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Sources: Current Population Survey; CEA calculations.

Note: The 4-digit North American Industry Classification System (NAICS) codes, defined as
infrastructure industries, include civil engineering construction (all sectors falling under
NAICS 3-digit code 237000); other specialty trade contractors (NAICS code 238900); and
remediation and other waste management services (NAICS code 562900). Infrastructure
occupations are those that make up at least 1 percent of employment in one of these 4-digit
sectors.
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had an unemployment rate 2.6 percentage points higher than those with a
bachelor’s degree—4.7 and 2.1 percent, respectively. Our estimates of the
unemployment rate for workers who report an infrastructure occupation
indicates an even greater disparity; in the Current Population Survey, 6.1
percent of labor force participants who report an infrastructure occupation
reported being unemployed in 2017, reflecting an excess supply of nearly
350,000 infrastructure workers relative to the unemployment rate for workers
in noninfrastructure occupations.

Despite this excess supply, the geographic footprint and skill needs of
expanded infrastructure investments are unlikely to perfectly match those of
currently unemployed infrastructure workers, and the Federal government
could take an active role in easing the transition of workers into infrastructure
employment. One impediment to the free movement of skilled workers into
new infrastructure jobs is the country’s patchwork set of occupational licens-
ing requirements, which depress the movement of licensed workers across
State lines (Johnson and Kleiner 2017). In 2016, 22.2 percent of all labor force
participants reporting an infrastructure occupation in the Current Population
Survey said they had an active professional license or certification; this is
slightly fewer than the average for all participants (24.4 percent) but substan-
tially more than would be expected—given the education distribution across
infrastructure occupations, because the probability of occupational licensing
increases with educational attainment. Tying infrastructure funds to the loos-
ening of occupational licensing (or to reciprocal agreements between States)
could help alleviate the depressive effects of these licenses on geographic
mobility. This topic is discussed in greater detail in chapter 2.

Furthermore, the Federal government has additional tools to ensure a
skilled workforce for expanded infrastructure activity. One clear disconnect
between the needs of the labor market and the supply of America’s workforce
is the current subsidization of higher education through Pell Grants. These
grants, which are generally only available to students without a bachelor’s
degree and who are enrolled in programs with more than 600 clock hours of
instruction over 15 weeks, do not provide support to workers who require
shorter-term investments. Workforce Innovation and Opportunity Act funds
could be used for these short-term programs, but funds from this program
are not dedicated to this purpose and are therefore subject to competing
priorities. Although it would require Congressional approval, expanding Pell
Grant eligibility to include investments in short-term training (or retraining)
programs would help ensure that financial constraints do not prevent workers
from pursuing infrastructure occupations.

marginal product of capital is as reported in the 2016 Economic Report of the
President, we expect the average annual contribution to be at the upper end of
this range. With crowding out, no multiplier, and assuming the CBO’s estimate
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of the marginal product of capital, we expect the contribution to growth to
instead be closer to 0.1.

In general, the sign and magnitude of these “fiscal multipliers” remains
a topic of active research, and recent evidence suggests that spending mul-
tipliers exceed zero, meaning that the net impact of additional government
spending is positive (Auerbach and Gorodnichenko 2012; Ramey and Zubairy
2017). Auerbach and Gorodnichenko find that these multipliers are larger
during recessions, while Ramey and Zubairy find no evidence that multipliers
are higher during periods of slack. Abiad, Furceri, and Topalova (2016) and the
International Monetary Fund (2014) find that increased infrastructure spending
in particular during recessions can raise GDP through demand-side multiplier
relationships. In fact, even a study of the Great Depression found that an
additional $1 in public works and relief spending per capita between 1933 and
1939 was associated with a 44 cent increase in retail sales in 1939 (Fishback,
Horrace, and Kantor 2005)! These short-run demand-side effects of increased
infrastructure investment are not unimportant, but infrastructure’s long-run
effects on productivity and growth may be better guides to policymakers about
the effects of future investment programs and policies.

Funding and Financing Needed Infrastructure

Both around the world and in the United States, governmental resources
provide and support infrastructure investment to promote both efficiency
and equity goals. On the efficiency front, the public goods nature of some
infrastructure assets will lead the private sector to underproduce such assets
relative to socially desirable levels. These goods are generally characterized by
some degree of nonexcludability, meaning that it is difficult or very costly to
exclude nonpayers from consuming the good; of nonrivalry, meaning that one
person’s consumption does not hinder the ability of others to also consume
it; or both. For example, flood control services provided by a system of dams,
levees, and reservoirs may provide benefits to a wide geographic area. In
this instance, excluding nonpayers from experiencing the benefits would be
difficult, and the benefits experienced by one local resident do not impair the
ability of other residents to experience benefits as well.

Infrastructure assets may also have other characteristics that lead to
inefficient resource allocations under market provision. For example, many
assets pertaining to transit, water and sewer utilities, water resource manage-
ment, energy, and communications are characterized by increasing returns to
scale, with high fixed costs and sometimes quite low marginal costs. In these
situations, efficiency concerns suggest that the best industry configuration
will include one or only a few suppliers. In some cases, these providers may
have market power and can price at well above marginal cost, in opposition
to efficiency goals; in other cases, these providers may price below marginal
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cost, making cost recovery and efficiency goals hard to reach. Historically, in
these types of situations, government officials have turned to government-run
monopolies or regulated utilities to meet efficiency, equity, and revenue goals.

Other sources of market failure may also be present. Some infrastructure
assets provide services that generate agglomeration effects, whereby efficiency
gains arise from the spatial concentrations of firms and workers—because
more efficient labor markets, better matching between firms and workers, and
a quicker dissemination of ideas and best practices all increase productivity.
Evidence suggests that such economies are present in the transportation,
communications, and power sectors. Network effects also characterize infra-
structure in transportation and communications, because the value of the
network rises as other users join and more nodes and segments are added. A
robust transportation network also makes it easier for workers and firms to
locate near each other; thicker markets mean better matches between firms
and workers, increasing efficiency. Again, these effects can mean that private
actors lack the incentives to invest to the desired fully efficient level, motivat-
ing the public sector to offer support and/or invest. Given these considerations,
the rest of this section describes the fiscal roles currently played by Federal,
State, and local governments and explores issues in funding and financing
infrastructure investment.

Fiscal Roles for Federal, State, and Local Governments

In the United States, infrastructure investment, operations, and maintenance
responsibilities are shared across the Federal, State, and local public sectors,
and in some cases, by private sector entities. The CBO (2015) reported that
combined Federal, State, and local public spending on transportation and
water and wastewater infrastructure was $416 billion in 2014, with the Federal
government accounting for 23 percent of the total, and State and local govern-
ments for the remaining 77 percent. The allocation of responsibility varied
sharply, depending on the category of infrastructure assets. For example, the
Federal government funded 28 percent of total highways spending, 23 percent
of mass transit and rail spending, and only 4 percent of water utilities spend-
ing. Within sectors, Federal support also varies and typically focuses more on
capital spending, not spending for operations and maintenance (figure 4-6).

Funding Infrastructure Investment

Given the desire to maintain, upgrade, and expand infrastructure investments
in various sectors of the economy, policymakers must consider the best ways
of funding these investments. Resources generally come from one of two
principal sources: tax revenues or user charges (user fees). In this subsection,
we discuss and analyze funding options available to policymakers at different
levels of government, with a special focus on the role of user fees for use of
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Figure 4-6. Public Spending on Mass Transit, Highways,
and Water Infrastructure, 2014
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selected infrastructure services, including roads and highways, transit, and
water and wastewater services.

General tax revenues are often used to support projects and investments
that provide benefits widely or are somewhat nonrivalrous or nonexcludable.
Specific or dedicated tax revenues are also commonly used by Federal, State,
and local governments—sometimes reflecting a goal of linking those who use
the services to the funds collected to pay for them. Governments also rely on
direct fees and charges paid by users and beneficiaries of a particular service.
The economic incidence of these fees—that is, who actually pays them in the
form of higher prices paid by consumers or lower net prices received by suppli-
ers—varies by service, and the revenues collected can be considerable.

A distinct but related revenue source may sometimes also be appropri-
ate. For example, a new transit project (e.g., a new or rehabilitated station
along a rapid transit line) may increase economic activity and/or raise property
values in the areas near the project. Using “value capture” techniques, such as
tax increment financing (TIF), can enable the public sector to access some of
the value generated by the public investment, making more revenues available
to support the project (Chapman 2017).

User fees in theory. Setting and collecting user fees to fund infrastructure
investments helps the government achieve two key goals: ensuring efficiency
in the use of public assets, and collecting revenues to defray the costs of
providing these assets. If users of the service experience a significant private
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benefit from doing so, efficiency gains can be significant when user fees are
set correctly. As discussed earlier in the chapter, underpriced access to public
infrastructure will generate excess demand for use, leading to congestion and
inefficient allocations. Without price signals to guide supply and consumption
decisions, the public sector struggles to determine how much infrastructure to
build and how it should be allocated.

The rationale for imposing user fees is especially strong when the ser-
vices in question provide significant private benefits relative to the overall
public benefits generated by use of the asset. For example, a shipper that
sends barges full of grain through locks along the Mississippi River obtains
private benefits from using the Nation’s inland waterway system. Similarly, an
airline that uses gate facilities at a particular airport and accesses the Nation’s
air-traffic control system is also receiving a private benefit. In these instances,
user fees should be a significant part of the funding structure, though not
necessarily the only revenue source. Note that though some user fees paid by
businesses will eventually be paid by consumers in the form of higher prices,
firms using public sector assets will recognize these charges as costs of doing
business, thus encouraging efficient choices of production and allocation.

Setting specific fee structures to achieve multiple policy goals can be dif-
ficult, and trade-offs between goals are likely. Attaining efficiency goals usually
means setting unit prices at the marginal cost of provision, but in sectors with
high fixed costs (e.g., water and wastewater, and transit), the revenues gener-
ated may not be enough to cover fixed costs. Setting unit prices at average
cost can improve revenue generation, but comes at the expense of decreased
efficiency, as some users cut back consumption at the margin. Turning to “two-
part” tariffs can help achieve efficiency and revenue goals though may raise
affordability concerns. Under a two-part tariff, the customer is charged a fixed
fee that does not vary with use and a unit price per unit consumed. Essentially,
the fixed fee allows service providers to collect the revenues they need to
defray their fixed costs, and the unit price acts as a signal to consumers, who
will consume up to the point where their benefits and costs are balanced at the
margin, contributing to efficiency.

There are many examples of this two-part tariff approach. Water utility
customers pay a monthly connection charge, in addition to charges based on
monthly water use; and in the power sector, electricity users pay monthly fees
along with charges that vary with electricity use. Service providers may use
increasing block tariffs, charging low unit prices for low (“lifeline”) levels of
consumption and higher unit prices for higher consumption levels, a structure
that can preserve access for consumers with a low ability to pay. Alternatively,
decreasing block tariffs offer a reverse approach, with unit pricing that falls
as consumption levels rise; this structure allows offering quantity discounts,
which are common in industrial settings. Simple unit pricing includes a con-
stant per-unit charge for all levels of consumption.
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In funding for roads and highways, State and local governments already
rely on an informal two-part tariff system of quasi-user fees to raise funds to
partially cover capital and operating expenses. For example, annual vehicle
registration fees and driver’s license fees can be viewed as fixed components
that do not vary with road use, while gasoline taxes, tolls, and other charges
are somewhat connected to usage levels, acting at the margin to affect drivers’
choices about consumption.

User fees for roads and highways. With the increasing prevalence of elec-
tric vehicles and high fuel economy vehicles, and with some fuel-based reve-
nue sources not being indexed to inflation, the existing financing mechanism is
becoming increasingly unsustainable, with funding needs growing faster than
dedicated revenues. Here, we explore current funding practices and alterna-
tives, considering the efficiency, equity, and revenue effects of these choices.

At present, the Federal, State, and local governments rely heavily on
dedicated fuel taxes and general taxes to pay for roads and highways, with
a much smaller role played by direct user fees, such as tolls. Toll revenue
collected by State and local governments in fiscal year (FY) 2015 was $14.0
billion, accounting for 6.0 percent of total spending on roads and highways,
a share that has crept up only slightly since 1993 (DOT 1993, IV-6; 2015, table
HF-10), when the Federal gasoline tax, currently 18.4 cents per gallon, was last
increased. Although the administrative costs of toll systems are significant, at
between 8 and 13 percent of receipts (Kirk 2017, 7), the economic arguments in
favor of using toll revenues to pay for roads and highways are solid. By collect-
ing fees from the direct users of the assets (motorists, commercial carriers, et
al.), governments acquire revenues needed to maintain, operate, rehabilitate,
and expand the roads, and drivers use the roads up to the point at which their
marginal benefits equal the marginal costs they impose when driving.

Federal gasoline and diesel taxes have some characteristics of user fees
because the individuals and businesses that buy fuel for vehicles and drive
on public roads and highways pay them. However, these taxes are imperfect
because they fail to encourage efficient use of existing roadways and to signal
the value of any potential additional capacity. Highly fuel-efficient vehicles
(including electric vehicles) pay less than the marginal costs generated by
their use of roads in terms of wear and tear, congestion, and other external
costs. More generally, these taxes do not reflect the crowding or congestion
costs generated by drivers. That is, driving 100 miles on low-use rural roads
generates the same fuel tax revenues as driving that same distance on high-use
urban roads—during rush hour. Furthermore, evidence suggests that heavy
trucks in particular do not currently face taxes and charges that are aligned
with the negative externalities they generate, which include pavement dam-
age, traffic congestion, accident risk, and emissions. Even excluding emissions,
these external costs are significant, with estimates ranging from 2.01 to 4.14
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cents per ton-mile, which is equivalent to between 10 and 20 percent of the
average price per ton-mile to ship by truck (Austin 2015).

More generally, because fuel taxes do not reflect congestion costs
imposed by drivers, scarce road accessis not allocated efficiently. Implementing
congestion pricing would encourage only consumers with high valuations to
use highly congested roads during peak demand times, improving efficiency
but also potentially making some drivers worse off, particularly low-income
drivers who may be priced out of the tolled lanes (CBO 2009). Using toll rev-
enues to improve other travel options, particularly transit, can counteract this
distributional effect, but most discussions of congestion pricing acknowledge
its potential to create both winners and losers from the policy. Even so, the
lack of appropriate congestion pricing mechanisms creates winners and losers
as well, and some evidence suggests that at least some low-income drivers in
practice find tolled lanes worth paying for (Federal Highway Administration,
n.d.). Furthermore, Hall (2015) shows that congestion pricing can be Pareto-
improving, not just potentially Pareto-improving, especially under conditions
of bottleneck congestion, which occurs when the number of vehicles that
can use the road per unit of time (its “throughput”) decreases. An example of
bottleneck congestion is when traffic backs up at an exit ramp, slowing down
through traffic on the roadway. Tolling a portion of the highway’s lanes (value
pricing) serves to internalize both motorist travel time externalities as well
as these bottleneck effects, raising speeds on both the tolled and nontolled
highway segments. When drivers differ in terms of income and valuations of
their time, partial time-varying tolls will raise welfare for drivers along both the
tolled and nontolled segments as long as high-income drivers use the highway
during rush hour. Under the policy, drivers “sort” into the road segments and
are better off, even before accounting for how toll revenues are spent.

The recentintroduction of dynamic tolling along Interstate 66 in Northern
Virginia offers an example of how congestion pricing can improve travel times
and raise revenues for transportation projects. Preliminary figures from the
Virginia Department of Transportation indicate that morning rush-hour tolls
averaged between $8.20 and $12.87 for the 10-mile segment but that peak tolls
reached $40.00 for a short time. Further, travel speeds in the tolled lanes were
far higher than during a comparable period a year earlier, and travel speed in
the nontolled lanes as well as parallel roadways were similar or improved.

In addition to falling short on efficiency grounds, fuel taxes have seen
diminished revenue productivity in recent years, as the twin factors of inflation
and increased fuel efficiency have sharply curtailed the growth of the Highway
Trust Fund’s real fuel tax receipts. The Federal gasoline tax of 18.4 cents per
gallon has not been raised since 1993, while construction prices have risen at
a 3.9 percent annualized rate. Figure 4-7 shows that in 2016 real Federal fuel
tax receipts were only 93 percent of their 1993 levels, even as nominal receipts
more than doubled over that period.
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Figure 4-7. Federal Fuel Tax Revenues, 1993-2016
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Figure 4-8. The Highway Trust Fund's Highway Account,
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These fuel tax revenues have failed to grow as quickly as appropriations
for highway spending, putting pressure on the Federal Highway Trust Fund
(HTF) used to finance highway and transit projects. As figure 4-8 shows, outlays
from the HTF’s Highway Account have regularly exceeded revenues since 2008,
and the CBO (2017) projects that, absent any changes, the Highway Account’s
balance will fall below zero by 2021. Because, by law, the HTF cannot incur
negative balances, Congress has authorized multiple transfers from general
funds to shore up the HTF; the most recent one was in 2016, when $70 billion
was transferred—3$52 billion to the Highway Account and $18 billion to the Mass
Transit Account.

States, too, rely heavily on excise and sales taxes on fuels, with similar
revenue pressures arising from inflation and increased fuel efficiency of
vehicles. According to Quinton (2017), 26 States have increased their fuel taxes
in the last four years to raise more transportation revenues for their roads and
highways.

The declining revenue productivity of existing gasoline taxes has led
policymakers to consider other options for funding highways. One innovative
approach is to consider supplementing or replacing fuel taxes altogether with
a user fee more closely related to a consumer’s use of the system—such as, in
the present context, a tax on vehicle miles traveled. Assessing a charge based
on mileage instead of gasoline consumed would link consumers’ choices more
closely to the costs they impose, including congestion, emission, pavement
damage, and so on. Such charges could also be structured to vary with the
time of day, region of use, and other factors, including vehicle weight, which
has a large impact on pavement wear-and-tear (Sorensen, Ecola, and Wachs
2012; TRB 2012; Kirk and Levinson 2016). Although the design and implementa-
tion of such taxes has many challenges, VMT taxes can raise needed revenues
in a sustainable way while providing the right signals regarding the value of
consumption and supply, helping public officials to understand the value of
current uses of roads and highways and to plan for the future.

In the context of freight and commercial shipping, Austin (2015) esti-
mated that a VMT tax on commercial trucks would decrease external costs by
$2.1 billion and raise $43.0 billion in tax revenues; including vehicle weight as
a factor in the tax and raising diesel taxes in tandem would achieve similar
efficiencies but generate revenues of nearly $70 billion annually (in 2014 dol-
lars). Another recent study (Langer, Maheshri, and Winston 2017) finds greater
efficiency benefits from a gasoline-tax equivalent VMT tax when the VMT tax is
higher in urban areas than in rural areas, reflecting differences in external costs
across regions. The intuition here is twofold. First, because the evidence sug-
gests that congestion, accidents, and environmental externalities are higher in
urban areas than in rural areas, the differentiated VMT tax gives urban drivers
a stronger incentive to cut back on miles driven, improving efficiency. Second,
as vehicles’ fuel efficiency rises, the VMT tax does a better job than the gasoline
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Box 4-3. Oregon’s Tax on Vehicle Miles Traveled

Oregon has long been a pioneer when it comes to transportation funding.
Oregon was the first State to levy an excise tax on gasoline, setting a tax of
1 cent per gallon in 1919. More recently, Oregon has devoted considerable
time and effort to exploring options to replace its excise taxes on fuel to fund
its roads and highways. Its OReGO program, which started on July 1, 2015,
charges volunteer participants a mileage fee of 1.7 cents per mile for travel
on public roads inside the State and provides rebates or credits for State fuel
taxes paid. Though small, the program offers tangible evidence that a tax on
vehicle miles traveled (VMT) is a promising alternative to relying on fuel taxes
(Oregon Department of Transportation 2017).

Motivation and recent history. Like other States throughout the coun-
try, Oregon has seen the revenue productivity of its motor fuel taxes diminish
as the fuel efficiency of vehicles has improved; also, its State excise tax on
gasoline, like that in most States, is not indexed to inflation. Figure 4-ii shows
that since 1993, nominal motor fuels sales tax revenues have risen by 65.8
percent, but in inflation-adjusted terms, revenues have fallen by more than
30 percent during this period.

In recent years, the State has moved more aggressively than some
others to increase its tax rates to make up for revenue shortfalls. Its excise tax
on gasoline of 24 cents per gallon in 1993 was raised to 30 cents per gallon in
2011; and legislation passed in 2017 will increase the excise tax by 4 cents per

Figure 4-ii. Oregon Fuel Tax Revenues, 1993-2016
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gallon in 2018, with additional increases planned through 2024. Furthermore,
the State has continued its exploration of using taxes on VMT to supplement
and perhaps in the future replace the excise taxes now in place. In fact, the
Oregon Department of Transportation (2017) estimated that continued reli-
ance on motor fuel tax revenues over the next 10 years would lead to a $340
million revenue shortfall relative to what could be raised by a “road usage
charge” or a tax on VMT.

Pilot programs. In 2001, Oregon established the Road User Fee Task
Force (RUFTF) to examine alternative revenue sources to fund construc-
tion, repair, operations, and maintenance of Oregon’s roads. The task force
established criteria that a new revenue source or structure should meet,
including the “user pays” principle discussed above. Revenue adequacy,
system transparency, and enforceability were also important. Ultimately, the
RUFTF recommended to the State legislature that Oregon develop and test
mileage-based fees (i.e., road usage charges, RUCs) for this purpose, and the
State created and ran its first pilot project in 2006. For 12 months beginning in
2006, 285 volunteers used on-board equipment to measure mileage traveled
inside identified zones and to transmit data to fuel pumping systems where
participants bought fuel. No specific location data were collected or transmit-
ted, so only the general zone and accumulated mileage were recorded and
used to determine fees. The fee was collected at the point of sale, as the cur-
rent gasoline tax was collected, and participants received immediate credit
for fuel taxes paid.

After concluding the program and reviewing its performance, the
RUFTF began to develop a second pilot program, which ran from November
2012 to March 2013. The goals of the second pilot included using an open
architecture, ensuring better and more flexible use of technologies then and
in the future, giving motorists choices about how mileage was reported, and
including private sector vendors as part of the administrative structure. Most
important, however, the RUFTF also wished to provide motorists with the
option of avoiding the usage of global positioning system-enabled devices if
they desired, allowing users more control over their private information and
data.

After concluding these two pilot programs, officials developed the
small, voluntary OReGO program, which currently operates in the State.
Initially, volunteer drivers were charged 1.5 cents per mile traveled on the
State’s public roads, receiving credits/refunds for fuel taxes paid and for miles
driven on nonpublic roads or out-of-State roads. For a car with fuel efficiency
of 20 miles to the gallon, the charge amounted to 30 cents per gallon, the
then-current State excise tax. As of January 1, 2018, the road user charge
rose to 1.7 cents per mile, aligned with an increase in the State’s gasoline tax
from 30 to 34 cents per gallon. The program enrolled 1,307 vehicles between
June 1, 2015, and December 31, 2016, though only 669 vehicles remained
active as of December 31, 2016. Note that the program restricts the number
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of participating vehicles with low fuel efficiency (below 17 miles per gallon),
whose drivers would be likely to pay less under a VMT than under a regular
gasoline tax.

Lessons learned and future plans. Oregon officials have a program that
allows consumer choice, is based on an open technological platform, and is
administratively feasible. The program is small, however, and it is unclear
how a scaled-up program would affect revenue generation, efficiency, and
equity. McMullen and others’ (2016) prospective analysis of a close-to-revenue
neutral RUC found that the RUC was less regressive than the gasoline tax—and
that restricting the RUC payment option to owners of new cars or high-fuel-
efficiency vehicles would make the RUC even less regressive. McMullen and
others also found that the effects of moving from the gasoline tax to the RUC
varied across regions of the State; areas with drivers who drove more miles
on average tended to fare worse under the RUC than under the gasoline tax.
Although OReGo is not yet ready to bear the full burden of funding Oregon’s
road expenditures, it has given policymakers some real experiences on which
to base future policy and program decisions.

taxin giving all drivers the right incentives about their use of the roads. In terms
of distribution, Langer, Maheshri, and Winston (2017) find that the differenti-
ated VMT tax imposes the largest welfare losses on high-income drivers com-
pared with low-income drivers, because high-income drivers are more likely to
live in urban areas (and are more likely to drive highly fuel efficient vehicles),
mitigating concerns about the equity effects of VMT taxes.

Thus far, the actual U.S. experience with VMT taxes and other alternatives
to gasoline and diesel fuel taxes has been limited. Concerns about privacy risks
and administrative and implementation costs have hindered program devel-
opment, despite technological advances that have made it easier to record,
report, share, and manage the information that is needed to administer such
taxes. Oregon has been a pioneer in this space, having conducted two pilot
programs for VMT taxes on motorists and established an ongoing, small-scale
program called OReGO (box 4-3). California, too, facing significant funding
shortfalls for its roads and highways, has experimented with VMT taxes, testing
a program with simulated, though not actual, road use charges of 1.8 cents per
mile for volunteer drivers (California Department of Transportation 2017).

A few States—including Kentucky, New Mexico, New York, and Oregon—
do impose alternative taxes on heavy vehicles, via weight-distance or ton-mile
taxes. These taxes depend on distance traveled as well as vehicle weight.
For example, Kentucky’s “Weight Distance License” system imposes a tax
of $0.0285 per mile traveled on the State’s roadways for all carriers with a
combined license weight 60,000 pounds or more (TRB 2012); this tax gener-
ated $79.1 million for the State in FY 2015, about 5.2 percent of all Road Fund
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revenues that year. Thus, a truck weighing 30 tons would face a tax of 2.85
cents per mile, far less than Austin’s (2015) estimates of unpriced external
damages per ton-mile—at 3 cents per ton-mile, about the midpoint of Austin’s
estimates excluding emissions damages, a 30-ton vehicle would face a charge
of 90 cents per mile.

Distance-based road user charges are more common in other countries,
most of which levy such taxes only on freight traffic, not individual drivers. For
instance, in 2001 Switzerland—motivated by concerns regarding traffic, wear
and tear on roadways, and emissions—established a distance-based charge
system for heavy commercial vehicles. Under this system, heavy vehicles pay
fees for travel on all Swiss roads based on distance traveled, permissible total
weight, and emission category, and the charges are substantial; in 2001, a
34-metric-ton truck (almost 75,000 pounds) faced charges ranging from $0.90
to $1.27 per mile, depending on the emission category. Luechinger and Roth
(2016) estimate that the introduction of the tax decreased truck traffic in
Switzerland by between 4 and 6 percent, with some evidence suggesting a cor-
responding mode shift to rail. Direct estimates on external effects were mixed,
with evidence suggesting significant declines in nitrous oxide emissions but no
impact on accidents. Kirk and Levinson (2016) report that the administration
costs of this fee system are between 5 and 6 percent of total receipts, which
compares favorably with the costs of toll collections.

Germany also taxes heavy commercial trucks using its main highways.
The charges, called LKW-Maut, vary only with distance, not weight, but are
assessed and collected in real time using a complex system of on-board units,
global positioning system technology, web payment portals, and payment
kiosks at gas stations and highway rest stops (Kirk and Levinson 2016). Some
empirical evidence suggests that the introduction of the charge in 2005 was
followed by improved efficiency, as shippers adjusted by routing fewer empty
trucks and by loading trucks up to their maximum allowable weight. Doll and
others (2017, 33) report that the costs of running the charging system were 12.4
percent of its revenues in 2015.

User fees for transit. Public transit sector ridership and fare revenues have
come under increasing pressure from the entry and expansion of ride-sharing
services, low gasoline prices, and other factors. Transit services are primarily
provided by local governments and agencies, but funding comes from all levels
of government, and public subsidies are significant. Direct user fees, primarily
in the form of farebox revenues, do not cover total operating expenses, let
alone contribute to covering capital costs. Passengers are typically charged
fares far below the true marginal operating cost of providing service, leading
to inefficiency in the form of congestion, overuse, and queueing as well as
revenue shortfalls. In 2016, passenger fares covered 32.0 percent of operating
expenses, with the next largest shares coming from localities (31.6 percent)
and States (24.4 percent). Federal support was modest, at 7.2 percent of
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operating expenses. Capital expenditures, however, receive significant Federal
funding, which covers 40.7 percent of capital expenditures; passenger fares
and other revenues directly generated by transit agencies themselves cover
only 11.7 percent of all capital expenditures. In a few cases, new transit projects
have been funded with value capture (e.g., TIF) funds; for example, the Chicago
Transit Authority plans to combine Federal grant funds with TIF revenues as
the primary funding sources for its Red-Purple Line Modernization project,
with the TIF revenues directed toward repaying debt issued to finance the
project. Other value capture examples are described in the EPA’s (2013b) study
of several recent large-scale, transit-oriented development projects across the
country.

Overall, the sector faces significant challenges, facing long-deferred
maintenance needs, changing transit use patterns, and continued reliance on
public subsidies. Raising passenger fares significantly, especially for expensive
rail service, would improve both efficiency and cost-recovery but, in prin-
ciple, present affordability problems for some low-income users. In practice,
many transit riders are not low-income, so equity concerns regarding fare
increases may be overstated. For example, the American Public Transportation
Association (APTA 2016) reports that high-income households (those with
incomes of $100,000 or more) make up 12 percent of all bus users but 29 per-
cent of all rail users.

At least one transit agency has implemented ORCA LIFT, an income-based
transit fare system. The program was introduced in March 2015 in Seattle, and
it now operates in both the city (via King County Metro Transit) and the wider
metropolitan area (via Sound Transit), charging reduced fares to adults with
household incomes below 200 percent of the relevant Federal poverty thresh-
old. Because previous evidence suggested that low-income riders were more
likely to ride in off-peak hours, officials had few concerns about increasing
peak hour congestion. In effect, these reduced fares offered a way to engage
in peak-load pricing, which can increase revenues and improve allocative effi-
ciency. Overall, Sound Transit (2016) reports that passengers paying ORCA LIFT
fares accounted for 1.4 percent of system fare revenues and 2.8 percent of all
boardings, with an average fare paid of $1.00 (table 4-3). In contrast, reduced
fare passengers, who qualify based on categorical measures (age, disability
status, etc.), accounted for 2.3 percent of revenues but 6.4 percent of board-
ings, paying an average fare of $0.70 per trip. Pursuit of equity objectives costs
revenues, as the average fares paid indicate.

The biggest risks and opportunities facing the transit sector, however,
likely come from the rapid technological change and disruptive entry of new
transportation services and providers in cities across the country. The intro-
duction of autonomous vehicles and “smart” road and highway infrastructure
will surely influence transit use and patterns in the years ahead, and the entry
and expansion of ride-sharing services presents another challenge. Transit use
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Table 4-3. Sound Transit Fare Revenues and Boardings, 2016

Ticket fare category

Total
Aspect Adult Youth Reduced fare Low income
Revenues ($) 75,251,549 2,268,649 1,877,999 1,162,107 80,560,304
Boardings 36,230,074 1,825,594 2,682,736 1,165,727 41,904,131
Revenue per boarding
2.08 1.24 0.70 1.00 1.92
(average, $)
Percentage of revenues
93.4 2.8 2.3 1.4 100.0
(%)
Percentage of
boardings 86.5 4.4 6.4 2.8 100.0

(%)
Sources: Sound Transit, Fare Revenue Report 2016; CEA calculations.
Note: Figures represent sums over three principal transit programs: ST Express, Sounder, and Link.

and farebox revenues are under pressure in many cities. The Federal Transit
Administration (FTA 2017) reports that 2016 transit ridership was 10.2 billion
unlinked passenger trips, down 3.7 percent from its peak in 2014, and ridership
in the first 10 months of 2017 was down 2.5 percent from that same period in
2016. At the same time, some local agencies report far larger declines in rider-
ship and revenues. Some observers have argued that the entry and expansion
of ride-sharing services by firms such as Uber, Lyft, and others are to blame.
More generally, the entry of these firms has had wide-ranging welfare
and transit effects across the country. Some evidence suggests that the ser-
vices provided by Uber, Lyft, and other firms have made consumers better off
with the introduction of more affordable and reliable transportation options,
especially in traditionally underserved areas of cities (Hall, Palsson, and Price
2017), and at least one city, Boston, has piloted a paratransit program with
Uber and Lyft. In principle, ride-share services could complement transit’s
fixed-route, fixed-schedule service by extending its reach and flexibility, mak-
ing transit more attractive and increasing ridership. On the other hand, these
services could directly substitute for transit trips, as consumers can enjoy
taxi-like service at reduced prices. Systematic evidence to date is limited, but
Hall, Palsson, and Price 2017 find that Uber’s entry into metropolitan statisti-
cal areas (MSAs) across the country does not have a statistically significant
impact on transit ridership. However, over time, as Uber’s presence grows,
transit ridership slowly increases, suggesting that Uber acts as a complement,
not substitute, for transit service. However, these effects differ by size of the
MSA and transit agency: Uber reduces transit ridership in smaller MSAs, where
transit’s inflexibility makes Uber an attractive substitute, but Uber increases
ridership in larger MSAs, where its ability to extend the transit system’s reach
makes it a good complement to transit. The researchers also find that smaller
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transit agencies, especially those in large cities, saw increased ridership after
Uber’s entry. For larger transit systems, Uber’s impact was to decrease transit
use by an estimated 2 percent.

Ultimately, Uber’s overall effects on welfare will include multiple effects
on consumer surplus, transit use and farebox revenues, congestion and safety,
and public officials will need to monitor and respond to these technologically
driven forces. Further, States and localities may need to adjust their tax and
regulatory regimes to insure that all users of public roads and transportation
infrastructure pay for congestion costs generated, including ride-sharing com-
panies (Povich 2017). Chicago, Portland, and Seattle are among the cities who
have already begun regulating and taxing ride-sharing services, which should
aid in internalizing congestion effects as well as providing revenues for transit
system improvements.

User fees for water, wastewater, and storm water utilities. Although
customers of water and wastewater utilities are accustomed to paying for the
services they receive, user fees and charges have often fallen short of raising
adequate revenues and/or giving customers the right incentives regarding
their consumption levels (Stratton et al. 2017). The sector is characterized by
high fixed costs, and pricing structures typically rely heavily on volumetric
charges. Without significant fixed monthly customer charges in place, provid-
ers often cannot earn enough revenues to cover their fixed costs. Furthermore,
the sector is highly fragmented, with most individuals in the United States
being served by one of 50,259 community water systems. Most of the systems
are very small and serve only a few customers; the 431 largest systems, those
serving 100,000 or more, serve 142.2 million individuals.

Overall, the sector faces three key challenges. First, because users rarely
face the true marginal costs of their water use, consumption decisions are
distorted, water is directed to low-valued uses, and providers do not perceive
the true value of additions or improvements to water and wastewater infra-
structure. The second challenge, mentioned above, is the sector’s significant
infrastructure needs, without corresponding sustainable revenues to pay for
them. Finally, though providers have raised rates in recent years to better
cover their costs and incentivize customers to use less water in some service
areas, higher rates have become burdensome in some communities, leading to
increased affordability concerns.

Culp, Glennon, and Libecap (2014) argue that charging water and waste-
water utility customers true marginal costs of provision will increase incentives
to use water efficiently. They propose improvements in the definition and
enforcement of property rights in water to allow transfers between parties,
directing water to its more valuable uses, a key step in addressing ongoing
drought conditions in the American West. The authors also note wide variations
in water pricing across regions of the country, with agricultural use often priced
below urban use and few instances of full cost recovery. In complementary
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work, Ajami, Thompson, and Victor (2014) argue that full-cost, increasing block
pricing will help expand water supplies via innovation, as water suppliers will
respond to high customer valuations by increasing investments in research and
development in “smart water,” purification, desalination, conservation, and
other technologies. They further propose implementation of a usage-based
“public benefit charge” whose revenues would be directed toward innovation
and research in the sector. Furthermore, both the studies by Culp, Glennon,
and Libecap (2014) and by Ajami, Thompson, and Victor (2014) emphasize the
role played by Federal, State, and local government regulations, recommend-
ing revisions to simplify and streamline rules and to allow markets for water
rights to function more smoothly.

In practice, water and wastewater pricing structures are often variations
on two-part tariff structures. Using data from the 2014 survey conducted by
the American Water Works Association, Mack and Wrase (2017) report that
most utilities use either an increasing block structure (50 percent) or uniform
volumetric charges (29 percent), with the rest using a decreasing block struc-
ture or some other tariff structure. Water and wastewater rates have increased
significantly in recent years. The U.S. Department of Energy reported average
annualized growth rates of 4.1 percent for water rates and 3.3 percent for
wastewater rates between 2008 and 2016, compared with annualized growth
of only 1.4 percent in the Consumer Price Index for All Urban Consumers but
5.6 percent in the Consumer Price Index’s subindex for water and wastewater.

As residential rates have increased, affordability concerns have increased
as well. Mack and Wrase (2017) find that meeting the EPA’s affordability guide-
lines would require household income of at least $32,000, based on average
monthly water consumption of 12,000 gallons. They estimate that as of 2014,
13.8 million households, or 11.9 percent of all households, would face bills
higher than this affordability threshold. Both the Bipartisan Policy Center
(2017) and the Government Accountability Office (GAO 2016) have identified
similar patterns and concerns. In addition, the GAO found that utilities in
shrinking large and midsized cities utilities had responded to financial stress
in part by raising rates, deferring maintenance, and “right-sizing” their water
facilities to match their shrinking populations—by decommissioning plants, for
example. Such efforts to align capacity with demand may entail disinvestment
in some areas.

Many water and wastewater service providers have responded to afford-
ability concerns by establishing or expanding a variety of customer assistance
programs. The EPA (2016b) reports that 228 of 795 water and wastewater utili-
ties reviewed had one or more such programs in place, with wide variation in
program features such as eligibility criteria and structure of assistance. In some
cities, utilities are moving toward explicitly linking rates to income, so that low-
income users face a low or even zero marginal cost for increasing consumption
(Circle of Blue 2017; Philadelphia 2017).
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User fees and equity/efficiency trade-offs. Charging user fees linked to
income instead of marginal cost of service provision can improve equity but
comes at the expense of efficiency and, in some cases, cost recovery, as seen
above in the context of roads, transit, and water utilities. On one hand, encour-
aging efficiency in use requires that consumers face true marginal costs, along
with possible fixed charges to help defray fixed costs. On the other hand, high
volumetric and/or fixed charges may discourage low levels of consumption at
the intensive or even extensive margin, detracting from efficiency, equity, and
cost recovery goals. Resolving these tradeoffs can be difficult, and preferred
options may differ by the service at issue.

For example, policymakers may be willing to impose road usage charges
for their substantial efficiency and revenue effects, because there are often
close substitutes such as nontolled roads or transit that are available to serve
transportation needs, and, as Hall (2015) has argued, in some cases, time-vary-
ing road tolling does not even create a tradeoff between efficiency and equity.
Similarly, increasing transit fares would improve efficiency and cost recovery
in addition to providing valuable signals to policymakers about optimal capac-
ity. In the water sector, some policymakers may prefer below-marginal cost
pricing for lifeline residential water consumption, giving up some efficiency
and revenue gains in exchange for increased equity; the sensitivity of users to
price will determine the efficiency “price” of achieving equity goals. On bal-
ance, policymakers wishing to maximize social surplus may wish to limit price
distortions by encouraging true marginal cost pricing and addressing equity
concerns via pro-growth policies and progressive tax and transfer programs as
needed, recognizing that residential mobility will limit the ability of local and
sometimes State governments to engage in too much redistribution.

Financing Infrastructure Investment

Once revenue sources are identified to support particular infrastructure
projects or categories, financial plans must be developed. Creative financial
structures do not negate the need to identify adequate and appropriate fund-
ing resources, but they can be used to better allocate risk, align incentives,
and lower costs of infrastructure investments and service provision. Recall
that overall, States and localities own, fund, and manage most of the Nation’s
infrastructure assets, contributing 77 percent of all public spending on trans-
portation and water infrastructure (CBO 2015). This suggests that the Federal
role, though important, is limited. That said, Federal support for infrastructure
spending takes several forms, including grant funding for States and localities;
access to subsidized credit through direct or indirect loan programs; and the
favorable tax treatment of municipal securities. In this subsection, we briefly
discuss these three tools.

Federal grant funding for States and localities is a key financing source
for their infrastructure programs, and direct Federal spending is quite limited.
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For highways, most grant funds are distributed based on statutory formulas,
which can include factors such as population, lane miles, and other factors.
The 2015 Fixing America’s Surface Transportation (FAST) Act authorized $207.4
billion in grants under the Federal-Aid Highway Program for the FY 2016-20
period, all of which are apportioned by statutory formula (FHA 2017). States
must generally contribute $.20 for every $.80 provided in Federal funds, but
less ($.10 for every $.90 in Federal funds) for interstate highways. Substantially
less Federal grant funding is allocated on a competitive basis; Lew (2017)
estimates that the U.S. Department of Transportation’s (DOT’s) largest com-
petitive grants accounted for less than 2 percent of DOT’s budget. In fact, only
$4.5 billion was authorized for FY 2016-20 for the competitive Infrastructure for
Rebuilding America (INFRA) grants program, which is intended to provide assis-
tance for projects of national or regional significance, far less than the amount
directed to formula highway grants. Another competitive grant program, DOT’s
Transportation Investment Generating Economic Recovery program, known
as TIGER, which seeks to support projects having a “significant impact on the
Nation, a metropolitan area, or a region,” is also relatively small, with a $500
million appropriation for FY 2017.

For water and wastewater infrastructure, the Federal government’s
primary support has come through EPA grants to the States to capitalize
State-administered revolving loan funds, which in turn provide low-cost loans
to service providers for infrastructure projects. Federal appropriations for the
revolving loan funds have been essentially flat for nearly 20 years; in FY 2017,
the Clean Water State Revolving Fund allotments totaled $1.394 billion and the
Drinking Water State Revolving Fund allocations totaled $824 million. Like the
highway grant programs, these EPA programs typically require a 20 percent
match against federally provided funds (Vedachalam and Geddes 2017). The
loans themselves are repaid with revenues raised from customers along with
general tax revenues collected from local taxpayers.

Because grant funding is such a big component of resources used by
States and localities to fund infrastructure projects, the Federal government
has great opportunity and scope to shape nonfederal decisionmaking in
several ways. One obvious way is through the strategic choice of matching
requirements. Grant programs requiring a 20 percent matching of Federal
funds essentially offer cheaper funding than those requiring, say, a 50 percent
matching of Federal funds, and Federal officials can require grant recipients to
meet certain conditions—for example, a maintenance-of-effort provision—to
receive more generous matches. Alternatively, Federal officials could require
grant recipients to devote some minimum amount of resources to mainte-
nance and repair, or to resiliency and disaster recovery planning, as conditions
of receiving Federal support.

Another option is to incentivize better project selection by grantees and
direct more grant dollars to competitive instead of formula-based programs,
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which could in principle increase the effectiveness of any given amount of
Federal grant funding. For example, the INFRA competitive grant program
requires the preparation of a cost/benefit analysis of the proposed project,
but the amount of funding at issue is relatively small. The CBO (2016a) also
highlights the importance of directing Federal dollars toward projects with the
greatest returns, as evidenced by cost/benefit analysis. In some instances, the
CBO (2016a) indicates that such a redirection would entail spending more on
major road and highway repairs, especially in urban areas, and less on overall
system expansion. Kahn and Levinson (2011) and Glaeser (2017) all emphasize
the value of maintenance spending and the importance of applying cost/ben-
efit analyses to project selection at the State level.

Finally, policymakers should recognize the potential costs that come
with accepting Federal grant support for projects. Federally funded highway
projects, for example, come with Federal requirements related to environmen-
tal reviews, prevailing wages, and Buy America provisions, and Federal aid
dollars cannot be used on local roads (urban or rural) or rural minor collector
roads. Some States have established programs in which local governments can
exchange, at a discount, some of their Federal grant funding from the Federal
Highway Administration for less encumbered state funding. Kansas, for exam-
ple, established its “Federal Fund Exchange” program in 2010, allowing local
public agencies to exchange $1 in Federal funding for 90 cents of state funding.
This gives these agencies more flexibility in project selection, and the State
uses the Federal funds for projects on State-owned roads and highways. Other
States (e.g., Indiana, Nebraska, Oregon, and Utah) have similar programs, with
exchange rates ranging from 75 cents to 94 cents on $1. The existence of these
programs and similar “after markets” for Federal grant funding indicates that
the cost of accepting Federal funds can be material and that local officials value
flexibility so they can direct funding to the projects best for local constituents.

In addition to providing grants to States and localities, the Federal
government also provides a variety of credit resources to States and locali-
ties, ranging from direct loans to loan guarantees and other instruments
intended to facilitate low-cost access to capital markets. DOT’s Transportation
Infrastructure Finance and Innovation Act (TIFIA) program provides secured
loans, loan guarantees, and/or standby letters of credit for projects of regional
and national significance. The FAST Act authorized up to $1.4 billion in TIFIA
funding over the FY 2016-20 period. TIFIA loans must be secured by “dedicated
revenue sources,” which can include tolls, user fees, TIF revenues, and other
tax revenues pledged to repayment.

The Federal government took a similar approach in the area of water
infrastructure when, in 2014, the Water Resources Reform and Development
Acts established a pilot program called the Water Infrastructure Finance and
Innovation Act. Under this program, the Federal government may provide direct
loans and loan guarantees for eligible borrowers, aiming to support larger
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Figure 4-9. New U.S. State and Local Government
Debt Issues, 2004-16
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projects than are usually funded by State revolving fund loans. Vedachalam
and Geddes (2017) argue that the program can lower debt service costs for
participating borrowers. Eligible projects related to drinking and clean water
must have costs exceeding $20 million for large community projects (areas
with more than 25,000 people) and $5 million for small community projects
(areas with less than 25,000 people).

The third key Federal support for infrastructure investment involves the
tax treatment of municipal debt. State and local governmental entities rely
heavily on borrowed funds to finance their public investments—and in doing
this, they benefit from the preferential tax treatment of municipal bonds issued
for governmental and qualified private purposes. In brief, the tax payments
made to owners of such debt are not taxable for Federal income tax purposes,
allowing municipal bond issuers to pay lower interest rates in equilibrium
than they would otherwise need to pay. The rationale for this exemption
is that some infrastructure provides benefits beyond the boundaries of the
jurisdiction making the investment. Without a mechanism to internalize these
externalities, States and localities could underinvest relative to efficient levels.

The tax exemption for municipal bonds cost the Federal government
$28.9 billion in forgone tax revenues in 2016 on an outstanding stock of over $3
trillion in securities issued by States and local governments (Federal Reserve
2017). Figure 4-9 shows that State and local bond issuance has risen in recent
years, reaching $431.3 billion in 2016. Revenue bonds, which are secured
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Box 4-4. Public-Private Partnerships

Public-private partnerships (P3s) allow for innovative and efficient, though
not free, procurement of infrastructure projects. When State and local
government leaders work with private partners to address infrastructure
deficiencies, there are potential synergies for both parties. Large, complex
projects with dedicated funding sources supported by tax revenues, user
charges, or other revenue sources can be provided more efficiently using P3s
rather than traditional procurement methods. Projects that offer meaningful
opportunities to decrease life cycle costs by combining design, build, operate,
maintain, and sometimes finance services into one contractual relationship
are good candidates for P3s, as private partners can contribute capital, proj-
ect management expertise, and risk management in return for revenues from
the government partner.

Traditional procurement deals typically give private contractors little
incentive to consider the lifetime costs of a project, whether monetary or
opportunity. Under traditional procurement methods, for example, a design
team contracted for a project would typically not be responsible for build-
ing, operating, or maintaining the facility over its lifetime, thus would have
little incentive to consider processes that would streamline the construction
process, accelerate project delivery, or minimize maintenance needs over the
project’s lifetime. In a P3 partnership, the private partner could be respon-
sible for designing, constructing, and maintaining the project. Therefore,
incentives are aligned for efficiencies throughout the process, for both private
and public sector parties.

P3s can also decrease risk related to uncertain future demand, cost
overruns, construction delays, and the like, though it is important to note
that reducing public sector risk will be priced into the P3 agreement. More
generally, P3s allow risk to be borne by the party best equipped to handle that
risk. For example, regulatory risk (the risk that a project may be scuttled due
to regulatory or permitting actions) is likely best borne by the governmental
partner, while the private partner likely has greater project management and
construction expertise and is therefore in the best position to manage that
risk. Demand, or revenue, risk may be shared or borne in full by one party or
the other, depending on the project’s particular features.

Despite these benefits, P3 partnerships are uncommon in the
United States. A report published by the U.S. House of Representatives’
Transportation and Infrastructure Committee finds that from 1989 to 2013,
98 highway P3 projects totaling $61 billion were completed. These projects
equal only 1.5 percent of approximately $4 trillion spent on highways during
that period by all levels of government. Currently, 34 U.S. States, the District of
Columbia, and one U.S. territory have enacted statutes that enable the use of
various P3 approaches for the development of transportation infrastructure,
as shown in figure 4-iii.
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Figure 4-iii. P3 Enabling Legislation, by U.S.
State and Territory

[l With P3 enabling legislation

. Without P3 enabling legislation

(] P
HMWE@W 5

-’\ .

tem Puerto Rico

%’%ﬁm af

Source: U.S. Department of Transportation, Federal Highway
Administration.

Moreover, a 2016 report from Moody’s Investors Service finds that
though growth of infrastructure P3s in the United States has been slow and
fragmented, the market remains positioned to become one of the largest
in the world. One key provision in accomplishing this target is the recently
passed FAST Act, which created the Build America Transportation Investment
Center, intended to cultivate P3s by helping them access Federal credit and
navigate Federal permitting and procedural requirements.

Examples of P3s. In 2012, the General Assembly of the Commonwealth
of Pennsylvania amended Act 74 to Act 88, which allows private entities to
develop and operate qualifying transportation facilities and to submit solic-
ited and unsolicited proposals; encourages investment by private entities;
and enables the procuring agency to accept offers above the lowest price
offer. Additionally, the act allows terms of up to 99 years for P3 agreements;
authorizes user fees for the subject transportation facility; and requires that
public bargaining unit covered employees displaced by the P3 project be
offered employment with the development entity on terms essentially identi-
cal to those in the relevant collective bargaining agreement for its duration.

Through this new mechanism, in 2014, Pennsylvania formed a partner-
ship with Plenary Walsh Keystone Partners (PWKP) to replace 558 structurally
deficient bridges across the commonwealth. As of 2016, 19.8 percent of all
bridges in Pennsylvania were considered structurally deficient (compared
with 9.1 percent across the United States). The Pennsylvania Department
of Transportation (PennDOT 2014) chose the P3 structure to accelerate
the replacement of the bridges and facilitate efficiencies in design and the
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construction of bridge components; the selected bridges could be replaced
using a limited number of standardized sizes, designs, and components,
making this bundled approach an efficient one. PennDOT estimated that this
approach will speed up project completion and save 20 percent over the life of
the concession period, compared with PennDOT’s replacing the bridges itself.

The P3 agreement calls for PennDOT to make milestone payments
during the construction phase of the project and availability payments
during the concession period, with clear standards in place for keeping the
bridges in good operating condition; noncompliance with the standards
results in deductions from the payments made to PWKP. To provide the
revenues needed for these payments, the Commonwealth of Pennsylvania
laid the groundwork in 2013, when it enacted Act 89 (HB 1060). When fully
implemented, this law is intended to raise an additional $2.3 billion per year,
including $1.6 billion for roads and bridges highways and at least $476 mil-
lion for transit, primarily by increasing the sales tax on gasoline as well as a
number of registration and licensing fees.

The financial structure of the agreement is depicted in figure 4-iv.
Including financing costs, the total cost of Pennsylvania’s Rapid Bridge
Replacement Program is $1.1 billion, which includes a record $721.5 million in
private activity bonds (PABs), which are discussed in this chapter’s main text.

Another noteworthy P3 has been the partnership between the City of
Phoenix and American Water Enterprises, Inc., executed to build a new water
treatment plant designed to serve 400,000 homes. The Lake Pleasant Water

Figure 4-iv. Pennsylvania Rapid Bridge Replacement Program

Project Cost
Availability
Equity payments
(Plenary/Walsh) $35,800,000
$59,400,000
PAB sales
premium
$71,900,000

Total
$1,118,200,000

PAB proceeds

Mobilization and $721,500,000

milestone
payments
$224,700,000

Source: U.S. Department of Transportation, Federal Highway Administration.
Note: All values are in nominal U.S. dollars. PAB represents private activity bonds.
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Treatment Plant was completed in 2007 and has a capacity of 80 million
gallons per day, with a potential capacity of 320 million gallons per day (UNC
Environmental Finance Center 2016). The P3 agreement was structured as a
design-build-operate contract, which required Phoenix to pay $228.8 million
for the design and build phases and regular service fees during the 15-year
life of the agreement. The city issued tax-exempt bonds to finance its pay-
ment to the private partner, secured by the revenues generated by the water
system from user fees and charges. Through this P3, the city largely met its
goals of reducing project risk and achieving life-cycle savings and efficiencies.
Furthermore, the city was ultimately able to renegotiate the contractual
agreement when lower-than-anticipated water demand and consumption left
the city collecting less water system revenues than planned.

The Path Forward. The future is clear with regard to P3s. There is not
one single actor; instead, the success of P3s depends on coordination and
shared responsibility among multiple entities. States and local governments
may wish to adopt broad P3 enabling legislation and establish offices to
provide technical and administrative assistance for private investors as well
as local governments. Well-structured P3s that provide incentives for effi-
ciency, allocate and price risk appropriately, and protect the public interest
can be an effective way to leverage the skills and resources from the private
sector to accomplish public sector infrastructure goals that would benefit all
Americans.

by identified revenue streams—such as specific taxes, user fees, and other
charges—made up more than 60 percent of total bonds issued in 2016, with
general obligation bonds, backed by the issuer’s faith and credit, accounting
for the rest.

The favorable tax treatment of municipal bonds is only available to debt
that serves governmental (public) purposes or qualified private purposes.
Bonds that pass both the “use test” and the “security test” are governmental
bonds that can be issued without Federal limitation (Congressional Research
Service 2016). Municipal bonds that fail one or both of these tests are not
eligible for the Federal tax exemption. However, Congress has long recognized
that some infrastructure projects provide both private and public benefits, and
since 1968, bonds used to fund certain eligible types of projects and activities
are deemed “qualified” private activity bonds (PABs), which can and do receive
the Federal tax exemption. Currently, 22 categories of projects may be funded
with qualified PABs, and Congress caps the total amount of debt capacity
available each year, with different caps applying to different project categories.
Qualified private activities include exempt facilities projects (airports; water,
sewage, and solid waste facilities; educational facilities; and surface transpor-
tation), industrial development bonds, and student loans. In 2016, States and
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Box 4-5. Bridging America’s Digital Divide

During the past decade, high-speed Internet service has transformed the
global economy and changed how Americans live their lives. Access to broad-
band—defined by the Federal Communications Commission as a download
speed of at least 25 megabits per second—is increasingly necessary for mod-
ern commerce, community engagement, job creation and matching, educa-
tion, healthcare, and entertainment. Today, many of even the most common
household Internet tasks require a high-speed connection, due to the rising
sophistication and heavy graphics content of many websites; paying bills,
online banking, shopping, research for homework assignments, and register-
ing a car can be worse than frustrating for those who rely on dial-up access.

However, though just 4 percent of urban Americans lack access to
broadband speeds via fixed terrestrial service, 39 percent of rural Americans
cannot obtain it, as shown in figure 4-v. Low population density, challenging
geographic features like mountainous terrain, and exposure to harsh weather
in certain areas increase the per-customer cost of service delivery, acting as a
disincentive for broadband providers to expand service into rural communi-
ties. In addition, broadband providers often face bureaucratic obstacles to
building a network, including arduous application processes and burden-
some regulatory reviews.

Even when broadband service is available, rural Americans in general
face a more limited choice set of service providers than their urban coun-
terparts, and tend to adopt at lower rates. According to the Congressional

Figure 4-v. Access to Fixed Terrestrial Broadband
Service, 2014
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Research Service (Kruger 2016, table 4), though 44 percent of urban Americans
reside in areas that offer a choice between providers, just 13 percent of rural
Americans do. A Pew Research Center survey of home broadband usage
identified several persistent disparities in broadband adoption, including the
fact that rural Americans tend to adopt broadband at lower rates; 63 percent
of adults in rural areas said they have a high-speed broadband connection
at home, compared with 73 percent of Americans in urban areas. (Similar
gaps in adoption are reported by the National Agricultural and Rural Policy
Development Center, and by the Department of Commerce; Kruger 2016, 6.)

Nonadopting respondents cited cost—of computers and of the service—
as an important reason for not subscribing. And the GAO found that nonadop-
tion is principally driven by unaffordability, a lack of perceived relevance, and
low computer skills. Interestingly, the Pew study also showed that between
2013 and 2015, the share of urban Americans with terrestrial broadband
service declined moderately. This trend toward fixed-line disadoption was
accompanied by an uptick in smartphone adoption; 13 percent of Americans
now rely on the smartphone for online access at home (Kruger 2016, 6-7).

This gap in e-connectivity not only prevents many rural Americans
from participating in the global marketplace but also restricts their ability
to improve other parts of their lives, from their job prospects, placement,
and training, to education and healthcare. Access to broadband is key for
modern private enterprise, and a lack of available infrastructure prevents
investment in rural communities. Several studies show that broadband
availability confers important economic benefits on a community (Kruger
2016, 9). Recognizing that rural America’s economic recovery from the Great
Recession has been far slower than that of the rest of the country, in April
2017 President Trump established the Interagency Task Force on Agriculture
and Rural Prosperity via Executive Order. In its final report, the task force
identified the expansion of e-connectivity as an important path to prosperity
for rural America, and prioritized identifying funding sources, streamlining
the broadband deployment process, and reducing barriers to high-speed
infrastructure buildout.

Provision of broadband in the United States is largely privately orga-
nized. Private firms of today face many of the same basic problems that
hindered infrastructure development to expand electrification and telephone
service to rural areas during the early part of the last century: challenging
geographical features and a lack of scale economies in regions with low popu-
lation densities. The Federal government currently uses two vehicles to direct
funds to broadband deployment: the Universal Service Fund programs of
the Federal Communications Commission, and the broadband and telecom-
munications programs of the U.S. Department of Agriculture’s Rural Utilities
Service (Kruger 2016, 12).

There are many options for improving the deployment and adoption
of high-speed Internet connections to unserved and underserved areas, but
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a key consideration is striking the right balance between providing Federal
assistance where private options are unavailable or unaffordable and mini-
mizing the detrimental effects that government intervention can have in the
private marketplace. A wide array of instruments are available to policymak-
ers—from loans and loan guarantees, to infrastructure grants and universal
service reform, tax incentives, direct assistance to taxpayers, and regulatory
and deregulatory measures (Kruger 2016, 23). In deciding on the appropriate
method(s), however, it is important to proceed with an understanding of the
availability of next-generation and mobile broadband technologies, because
these may prove less costly and more desirable to consumers in the long run.
To advance the goal of increased access, the Federal government recently
announced that the Department of the Interior will make some of its real
property assets available for deployment of rural broadband assets.

Box 4-6. Transitioning to the 21st Century:
The Case of 5-G Wireless

Maintaining a competitive economy into the 21st century will require not only
upgrading, expanding, and enhancing conventional infrastructure assets but
also investing in new, innovative, and potentially disruptive technologies.
These technologies have the potential to profoundly alter economic relation-
ships and increase productivity throughout America and across industries,
thereby supporting economic growth. Although the private sector is likely to
lead investments in many of these technologies, the public sector will shape
future investment choices made via its regulatory and other policies. The
example of 5G wireless technology highlights some of the risks and opportuni-
ties of these technological innovations.

Industry analysts project that the 5G market will develop rapidly.
Deloitte expects 5G trial markets to materialize by the end of 2017 and
develop into a “full, mass market” by 2020. Whereas the cellular infrastruc-
ture of the past relies in its entirety on large towers, this new 5G cellular
infrastructure will require the deployment of smaller cellular transmission
devices (often referred to as “small cells”) to augment traditional cellphone
towers (Gupta and Kumar Jha 2015). Due to the nature of wireless transmis-
sion, the addition of these smaller cellular devices will enhance the capacity
of wireless networks to transmit data. With improved capacity and speed that
improve connections of digital technologies, 5G may support the flourishing
of the “Internet of Things”—including driverless cars and high-technology
healthcare systems. Such technologies are projected to boost connectivity,
productivity, and output. By 2035, IHS (Campbell et al. 2017) projects that 5G
could support $12.3 trillion in global economic activity.




Industry analysts also expect 5G to boost high-wage employment,
lowering job search, match, and telecommuting costs, perhaps of special
value in distressed communities with limited job opportunities. In addition,
various traditional infrastructure sectors may benefit from the deployment of
5G service, including energy and utilities (e.g., energy-consuming devices in a
grid) and transportation (e.g., 5G-powered traffic management systems), as
well as public safety (e.g., integration of video surveillance).

There are two main challenges for 5G development. The first chal-
lenge is standards. Attracting private sector investments will require clarity
about the future path of the technology itself. Setting specific technological
standards for 5G wireless facilities and operations enables interoperability
and compatibility and will shape future investment choices by firms. Directly,
a country with a dominant industry share may crowd out similar telecom-
munications exports from other countries because of compatibility and
standards issues. Given the high fixed costs in the industry, the countries and
their companies that initiate the standard may gain first-mover advantage,
making it difficult for new entrants with different standards to enter. For
example, industry sources indicate that the adoption of China’s Polar Code
Error Connection technology for encoding 5G in November 2016 is a symbol
of China’s rising leadership in 5G technology (Rogers 2016; Lucas and Fildes
2016). Indirectly, the dominating nation may have preferential access to
foreign intellectual property that is using the 5G network, which could enable
theft of this property, an issue that is discussed in chapter 7.

Standards for 5G technologies are developed by multistakeholder
organizations, such as the 3rd Generation Partnership Project (3GPP), and are
ultimately codified at the International Telecommunications Union, a United
Nations agency that coordinates global telecommunications operations and
services. To date, the U.S. has pursued a standard-setting approach led by
the private sector, whereby product standards are generally set through
voluntary, private organizations. In contrast, many other countries engage in
active governmental direction of standard-setting activity. For example, the
Organization for Economic Cooperation and Development (OECD 2010) notes
that there is active participation by European governments in the Global
System for Communications’ mobile phone standard. Similarly, in the context
of the telecommunications industry, Linden (2004) notes that China maintains
rights “to involve government in all standard-setting decisions.” Heavy gov-
ernment involvement in international standard setting may be concerning if it
crowds out private actors due to governments’ larger economies of scale and
capital or if such involvement is coordinated to disproportionately benefit
particular nations.

The second challenge for 5G development is regulation. Establishing a
flexible and adaptive regulatory structure will be needed to support future 5G
deployment, with coordination across Federal, State, and local government
levels. Specifically, the April 2017 Notice of Proposed Rulemaking, issued
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by the Federal Communications Commission (FCC) regarding “accelerating
wireless broadband deployment by removing barriers to infrastructure
development,” sought comments on two sections of the Communications
Act, Sections 253 and 332. Section 253 delineates the rights of State and
local authorities to collect “fair and reasonable compensation from telecom-
munications providers” but also prevents any State or local government
from prohibiting “intrastate or interstate” telecommunications service. Local
authorities can stymie rapid deployment of infrastructure by delayed dis-
position of requests for local rights of way and siting approvals. Section 332
requires that State and local governments not discriminate between service
providers who want to site cellular infrastructure, refrain from setting prices,
and respond to such requests within “a reasonable period of time.” However,
many local authorities may not be equipped to understand the impact of
small cell deployment, which does not disturb the public rights of way as
traditional wireless infrastructure, such as cell towers. Though the FCC has
solicited input on the subject, it has yet to implement decisions about how it
will balance the interests of the different stakeholders involved in the physical
rollout of 5G.

Governments may also ensure that 5G service providers have access
to the appropriate spectrum, or the radio frequency waves over which the
signals are transmitted. Unlike the large cell towers of traditional wireless
infrastructure, 5G’s “small cells” transmit electromagnetic waves at a variety
of frequencies, ranging much higher than those on which previous wireless
data services have relied. To generate economic value from 5G infrastructure,
providers must have access to appropriate spectrum frequencies. To ensure
the availability of spectrum, the FCC voted in July 2016 to authorize the use
of spectrum bands in the millimeter wave ranges relevant to 5G. These bands
may eventually become available through overlay auctions and the secondary
market and will benefit both 5G operators and current owners of these rights.

Thus, though investment funding and asset ownership in this sector
are currently dominated by the private sector, Federal officials have oppor-
tunities to make policy decisions that will shape the environment for future
private investment in this sector, allowing the United States to take best
advantage of the benefits offered by this new technology.

localities issued $20.4 billion in qualified PABs, of which about two-thirds were
directed toward affordable multifamily housing projects (CDFA 2017, 9).

PABs have proven to be especially valuable in projects structured as
public-private partnerships (P3s). The Safe, Accountable, Flexible, Efficient
Transportation Equity Act of 2005 authorized the issuance of up to $15 billion in
PABs for use in transportation P3s. As explained in box 4-4, P3s offer an alterna-
tive to traditional project procurement, whereby a private sector entity or con-
sortium contracts with the relevant State and/or local governmental bodies
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to design, build, finance, operate, and/or maintain infrastructure facilities.
Allowing private entities to issue tax-preferred PABs to finance such projects
is simply the equivalent of allowing the public sector to issue governmental
purpose bonds.

On balance, the Federal government has a key, if limited, role to play in
both funding and financing of infrastructure investments. Increasing invest-
ment to address infrastructure needs will take additional resources from
Federal, State, and local government taxpayers as well as the direct ben-
eficiaries of the assets. On the funding side, reliance on user fees to pay for
investments has its limits, but significant efficiency gains can still be achieved
through careful expansion of their use. On the financing side, the Federal gov-
ernment can use grant funding as an incentive to encourage States and locali-
ties to be more efficient when undertaking infrastructure investments and can
promote the use of bonds to support additional infrastructure investment.
The Federal government can also continue to support the use of innovative
financing structures such as P3s to reduce the overall costs of infrastructure
investments.

How Core Infrastructure Ensures
a Competitive Economy

The U.S. economy of course also depends on services from assets in sectors
other than surface transportation and water and wastewater. Maintaining
a competitive and productive economy for all Americans requires a reli-
able, robust, and resilient energy sector, multiple transportation modes and
systems, and an advanced, productive telecommunications sector. These
infrastructure sectors support trade and economic activity and display sig-
nificant economies of scale and network effects; yet infrastructure is primarily
privately owned in some instances but publicly owned in others. Therefore, as
this section explains, it is not surprising that barriers to needed infrastructure
expansion and upgrades differ across sectors, with regulatory issues appearing
paramount in some cases but funding challenges being the key issue in others.

For example, consider the telecommunications sector, for which most
infrastructure is privately owned. In some segments of the market, the key
issues are the costs of service relative to revenues collected from users, along
with regulatory concerns, and box 4-5 explores the market for rural broad-
band service from this perspective. In the case of 5G wireless technology and
investment, issues of regulatory barriers, technological standards, and inter-
national competition are more salient. Box 4-6 explores these issues in greater
detail, and highlights recent regulatory actions serving to simplify and clarify
regulatory roles of States and local governments in the wireless broadband
industry and to facilitate markets in which spectrum and transmission rights
can be bought and sold. Aligning regulatory policies with the Nation’s growth
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objectives will help ensure that these technologies provide the greatest pos-
sible boosts to productivity and growth for all Americans in the years ahead.

In the rest of this chapter, we discuss recent developments in the
energy sector and the inland waterways system, identifying opportunities and
challenges for getting the right infrastructure assets in the right places. We
particularly explore the roles of regulation and funding in shaping investment
decisions in these sectors—and, subsequently, America’s competitiveness and
productivity in the 21st century.

The Energy Sector

Energy infrastructure in the United States is the envy of the rest of the world,
for both fuels and power—if for no other reason than its sheer extent. The
United States has over 2.5 million miles of natural gas pipelines and 207,000
miles of petroleum pipelines, according to 2017 data from the Pipeline and
Hazardous Materials Safety Administration. By some estimations, the North
American electricity grid is the largest such facility in the world. It has 697,000
miles of high-voltage transmission lines and 6.4 million of miles of feeder and
distribution wires (Giles and Brown 2015). These giant networks have been
built piece by piece over a long period, under a range of prevailing market and
regulatory conditions. Addressing the economic and regulatory constraints on
infrastructure investment ensures that future expansions and modernizations
of theU.S. energy networks will be both prudent and timely.

Because energy infrastructure is long-lived, the United States lives with
the legacy of the past. Its electricity grid—which was built by regulated, verti-
cally integrated utilities—differs from the grid that would be built in a restruc-
tured market that depends heavily on intermittent generation by renewable
sources, like wind and solar power. Changing market conditions, such as the
restructuring of electricity markets, are an important consideration for infra-
structure investments. Restructuring has aimed at aligning investment incen-
tives, but risks remain for new projects. For instance, when it opened in 2009,
the Rockies Express Pipeline (REX) was heralded as a bold, new 1,663-mile
link in the U.S. natural gas system, delivering abundant Western gas to hungry
Eastern markets (Carr 2013). Five years later, the flow in the Eastern reaches of
the $3 billion REX pipeline was reversed to allow newly discovered Eastern gas
to flow to the West.

The REX experience underscores the specificity problem of infrastruc-
ture—once it has been built, it cannot be moved. Specificity could lead to con-
cern about underinvestment, but it also opens the door to natural monopoly
power. The high fixed costs and low marginal costs mean that it is socially
optimal to have a single network rather than competing ones. The natural
concern is that the operator would charge high prices to take advantage of
monopoly power, and the traditional remedy has been rate regulation—with
Federal oversight only when infrastructure crosses State lines.
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Most energy infrastructure—power lines and pipelines, along with the
necessary plants and terminals to serve them—is privately owned; as of 2015,
3.5 of the 6.4 million miles of distribution lines were owned by private utilities,
while the remaining 2.9 million were owned by Federal, State, and municipal
utilities (Giles and Brown 2015). Pipeline infrastructure for both gas and oil is
further skewed toward private ownership; in 2016, 91 percent of pipelines, by
capacity, were owned by corporations. Energy infrastructure is excludable—
enabling suppliers to charge customers for services and access provided; oil
producers to pay for pipeline capacity, electric consumers to ultimately pay
for power to be delivered via wires, and exporters to pay port fees and lading
charges. These user fee revenues ultimately provide the resources needed to
maintain, upgrade, and add capacity, so funding resources are rarely the limit-
ing factor in energy infrastructure investment. Instead, regulatory oversight
has often proved to be the greater hurdle to modernizing and expanding infra-
structure (Borenstein, Bushnell, and Wolak 2000).

Pipelines and transmission infrastructure. New technical abilities to
extract natural gas and oil from previously unprofitable regions and States,
such as North Dakota, have increased demand for new pipeline capacity. In
the short term, the lack of available pipeline capacity has increased demand
for alternative forms of transportation, including rail. In the electricity sector,
the falling cost of renewable generation technologies, like wind and solar
power, has increased installations and required transmission facilities that
can accommodate the intermittent nature of these technologies. For both fuel
and power infrastructure, the demand for more transmission capacity in new
regions has made issues related to gaining regulatory permission more salient.
For example, the Keystone XL and Dakota Access crude oil pipelines were
delayed, at least temporarily, by regulatory and legal challenges (see chapter 2
for a related discussion). Significant investments are currently on hold, await-
ing regulatory action; at the end of October 2017, Federal approvals for new or
expanded natural gas pipelines were pending for 15 billion cubic feet per day
across a total of 1,630 miles of pipe (FERC 2017).

In the renewables segment of the sector, production and investment tax
credits as well as State-level renewable portfolio standards have encouraged
investments in solar, wind, and geothermal power. With the adoption of these
incentives, as well as improvements in generation technologies, renewables’
share of total generation capacity has risen considerably since 2005 (figures
4-10 and 4-11). Renewable growth accounted for 54 percent of new capacity
additions in 2017, and it has averaged 55 percent of all new capacity additions
since 2005. The share of electric generating capacity contributed by renew-
ables has climbed from 12 to 22 percent since 2005, and the Energy Information
Administration predicts that this trend will continue through 2050, when
renewable capacity will exceed 35 percent of installed capacity. Falling costs
for renewable electricity generation have triggered an increase in demand
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Figure 4-10. Renewable Energy’s Current and Projected
Share of U.S. Generation Capacity, 2005-50
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Figure 4-11. Renewable Energy’s Share of Annual Generation
Additions, 2006-17
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for complementary electricity transmission infrastructure. The United States
completed or began construction of 9,277 miles of transmission power lines
between November 2016 and November 2017 (EIA 2017).

Historically, the primary tax incentives for renewables have been the
Renewable Energy Investment Tax Credit, which was introduced in 1978, and
the Renewable Energy Production Tax Credit. Currently, a 30 percent tax credit
is available for investments in solar energy property, fuel cells, and small wind
systems, while a 10 percent tax credit is available for geothermal systems,
microturbines, and combined heat and power property. The Tax Cuts and Jobs
Act of 2017 limits some of the benefits of these credits, however, so their future
value is uncertain.

Port infrastructure. Increasing energy exports is an integral part of the
Nation’s energy dominance vision, but this requires additional infrastructure.
Although shipments to Canada and Mexico are possible using pipelines and
rail, port facilities are required for exporting to other countries. Port facilities
require shoreside links—pipelines for natural gas and petroleum, and rail for
coal. Also, for the pipelines and transmission infrastructure facilities discussed
above, regulatory concerns shape the investment environment.

One example is the struggle to construct a West Coast coal export-
ing facility so that U.S. coal producers can gain access to the Asian market.
Without such a terminal, expanding exports to Asian markets is effectively out
of reach. In a nutshell, too little of the relevant port infrastructure is on the
Nation’s West Coast and too much is on the East Coast, whose Atlantic ports
accounted for 90 percent of the coal exported by the U.S. to China through the
first half of 2017 (EIA 2017). Several coal companies have expressed interest in
sites in Washington and Oregon for a new, privately funded coal terminal. The
prospect of local tax revenues and employment from such a facility has not yet
overcome State and local opposition to the local disamenity of a coal terminal
and broader environmental opposition to facilitating increased coal usage.

This geographic misallocation of port-related infrastructure limits oppor-
tunities to expand coal exports. Figure 4-12 shows how both volume and
revenue from U.S. coal exports have declined over the past several years. No
significant expansions of coal exporting facilities in the United States are cur-
rently under construction, despite the opportunities to increase exports to
Asian markets from West Coast facilities.

U.S. natural gas producers face a similar problem in gaining access to
Pacific markets. There are currently no liquefied natural gas (LNG) export
facilities in the Northwest, despite significant commercial interest in building
such facilities. Environmental groups and landowners have opposed a pro-
posed LNG export facility and an associated pipeline in Oregon, and although
development has continued, some of the required permits have not yet been
acquired. Thus, though natural gas exports and capacity utilization rates rose
significantly between 2007 and 2016, future growth in exports, capacity, and
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Figure 4-12. Total Coal Exports by Weight and Revenue,
2002-17
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Figure 4-13. U.S. Annual Natural Gas Exports, 2001-17
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capacity utilization is constrained by a lack of facilities needed to export, espe-
cially in the rapidly growing LNG market segment (figure 4-13). (The Federal
Energy Regulatory Commission has approved several LNG export facilities,
which are currently under construction, but none yet are on the West Coast.)
Export capacity utilization was at 59 percent of potential as of 2017, up 7.5
percentage points from the previous year. LNG’s share of total gas exports has
expanded rapidly in the past decade. In the 2001-10 period, LNG averaged
less than 0.5 percent of total U.S. natural gas exports; by August 2017, LNG
accounted for 20 percent of total gas exports. There remains a large interna-
tional market for LNG, in which the United States has not yet carved out a share
proportional to its production capabilities. According to data from the Energy
Information Administration, the United States accounted for 1.2 percent of
global LNG exports in 2016, despite being the largest gross extractor of gas in
2015 among all nations. The U.S. is drastically underrepresented in the global
LNG market; and by expanding its LNG export capabilities, it most likely could
rapidly gain market share.

Modernizing America’s Waterways

The Nation’s inland waterways system (IWS) is a crucial component of its
transportation network, linking the producers of agricultural and energy com-
modities to domestic and international markets. But this system is aging, and
its users are suffering from increasing lost transportation time. Unlike other
freight modes, where the costs are mostly borne by system users, for historical
reasons the government pays almost the entire cost of operating the IWS. The
existing funding structure actually disincentivizes making timely repairs and
does not align system costs with the parties that most benefit from IWS usage.
A more robust system of user fees—possibly in the form of multipart tariffs that
include licenses, location-specific fees, congestion fees, and fuel taxes—is the
most promising approach to achieving revenue adequacy and sustainability,
facility reliability, and economic efficiency. By providing signals of system com-
ponent value, such fees would also guide operators and policymakers in decid-
ing where to focus capital expenditures and how to prioritize repair efforts.

The IWS includes more than 36,000 miles of navigable rivers, channels,
and canals across the United States, and directly serves 41 States (Clark,
Henrickson, and Thomas 2012; TRB 2015). Upstream and downstream move-
ment of cargo is enabled by lock infrastructure managed by the U.S. Army
Corps of Engineers (USACE). Movement of goods and people over inland
waterways was an important factor in the Nation’s early economic growth, and
the system remains a small but stable part of the United States’ commercial
transportation system, accounting for between 6 and 7 percent of all ton-miles
(TRB 2015). Water transportation contributes about $15 billion in value added
to U.S. GDP, about 0.1 percent of the total size of the economy. According to
DOT, inland waterways support more than 270,000 jobs.
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For many commodities—particularly those that are heavy and transacted
at relatively low prices—the waterways system is an important component
of their transportation network, including coal, petroleum, chemicals, and
agricultural products. For example, grain is shipped via rail from the interior,
loaded onto waterside grain elevators along the Upper Mississippi River, trans-
loaded first onto barges, and then moved downstream to southern Louisiana,
where it is then transloaded onto deepwater vessels that sail to export markets
around the globe. Compared with truck or rail, water transportation is in many
cases a less costly means of moving goods (USACE 2016).

Freight traffic across the system is highly variable; about 22 percent of
the total waterway miles account for about 76 percent of the cargo ton-miles
transported (USACE 2013). However, low-use tributaries can be critical sources
of transportation for freight systems that are organized around the low-cost
water transportation of bulk commodities on these segments; few economical
alternatives exist for these industries if low-use segments are no longer oper-
able for commercial navigation (TRB 2015, 42). The Upper Mississippi, lllinois,
and Tennessee-Tombigbee rivers, and the Gulf Intracoastal Waterway, have
high-use locks in moderate or even low-use waterway sections, due to seasonal
peaks in the movement of certain commodities, like harvested agricultural
commodities, or because of seasonal navigation closures (due to recurring
weather conditions like ice and flooding).

The cost of poor infrastructure. According to USACE (2014), waterways’
infrastructure in the United States is operating at an overall satisfactory level.
However, the average age of system locks is increasing, even when adjusted
for date of last major rehabilitation (TRB 2015, 44). Furthermore, though
systemwide traffic is flat or declining, delays and scheduled lock outages (to
proactively address maintenance issues) are actually increasing, as shown
in figure 4-14. Shipping delays and lost service are positively correlated with
tonnage handled, indicating that investments are necessary to improve this
transportation system.

Delays are typically longer at locks with greater demand for transporta-
tion during the harvest period for U.S. agriculture, so these are in part driven
by seasonal congestion; in addition, locks experiencing the largest number of
delays are concentrated along medium- and high-use segments of the system
(TRB 2015).

Several studies have estimated significant cost effects of shipping delays
and outages. The University of Tennessee’s Center for Transportation Research
and the Engineering Center for Transportation and Operational Resiliency at
Vanderbilt University (CTR 2017) have estimated the effects of unscheduled
lock outages on additional transportation costs, and focused on four locks.
Calcasieu Lock is critical for inland navigation between Texas and Louisiana,
and the vast majority of its traffic is dominated by petroleum and chemical
products. CTR estimated that an unscheduled outage at Calcasieu would
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Figure 4-14. Lost Transportation Time across the Inland
Waterways System, 2000-2016
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increase transportation costs for these products by more than $1.1 billion.
LaGrange Lock and Dam and Lock & Dam 25 are both primarily dominated
by Gulf-destined, down-bound flows of corn and soybeans; 20 million tons of
farm products flow through these two locks each year, six times greater than
the volume of farm products that are moved by rail through the same corridor.
CTR estimates the cost of an unscheduled closure at either LaGrange or Lock
& Dam 25 at $1.5 billion. Yu, English, and Menard 2016 estimate that a one-
year closure of Lock & Dam 25 would reduce economic activity from corn and
soybean production by $2.4 billion, leading to the loss of 7,000 jobs and $1.3
billion in labor income. Traffic at Markland Lock is primarily composed of short-
haul coal movements, chemicals, and petroleum products; CTR estimates that
an unscheduled closure of the lock would increase the shipping costs of these
commodities by $1.3 billion.

Funding the Inland Waterways System. The Federal government’s role in
managing and funding the IWS is far larger than it is for other freight modes.
Although it is responsible for about 28 percent of highways spending and
almost none of the cost of pipelines and railroads, the federal government
contributes about 90 percent of the IWS’s cost (TRB 2015). Waterways costs
are mainly funded via the USACE budget. Operations and maintenance (O&M)
costs constitute $631 million (69 percent) of the total FY 2017 budget of $917
million, with only $243 million (26 percent) devoted to construction (USACE
2017a). The Trump Administration’s inland navigation system’s FY 2018 budget
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Figure 4-15. Inland Waterways Trust Fund Balance, 2009-16
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requests that 77 percent of projected expenses be devoted to O&M expenses,
which include repair costs up to $20 million and are fully funded from Federal
general revenues. Construction costs, including repairs over $20 million, are
funded 